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On Bodies and Boundaries

bulk element
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Finite Elements
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Finite Elements contd.

General advection-diffusion:

OV /0t +u-VU =V - (V) + o
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Finite Elements contd.

General advection-diffusion:
OV /0t +u-VU¥ =V - (kVT) +

Test function, ¢, and integration over domain §2:

/ O /Ot o dQ+ / u- Vlg,dQ = / V- (V) o dQ+
Q Q Q
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Finite Elements contd.

General advection-diffusion:
OV /0t +u-VU¥ =V - (kVT) +

Test function, ¢, and integration over domain §2:

/ O /Oty dS2+ / u- VUh,dQ = / V- (V) padQ+
Q Q Q

Partial integration of diffusion term:

/a\lf/at¢adﬂ—|—/u-V\If¢adﬂ—|—/liv\lf'V¢adQ =
Q Q Q

j{(ﬁzv\l!qb&) - nd) +
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Finite Elements contd.

Discretization of variable:: ¥ — ¢gV g
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Finite Elements contd.

Discretization of variable:: V' — @3V g

and time derivative: 0 /Ot — a(At)V 3 — b(At)\Ijtﬁ—At
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Finite Elements contd.
Discretization of variable:: V' — @3V g

and time derivative: 0 /Ot — a(At)V 3 — b(At)\IJtﬂ_At

Vg CL(At)/ P3P dS) + \Ifﬁ/ [U_ - Vogpa + Vg - VQ%J df) =
Y/

N y ¢ y
M S
jq{ (KVW6a) - nd2 + b(AH) A1 / b 56ad+
‘& RN {2 LS ,
na?rBC tim;fGrce f

cscC

Zwinger



Finite Elements contd.
Discretization of variable:: V' — @3V g

and time derivative: 0 /0t — a(At)¥ 3 — b(At)\Ijtﬂ—At

\ a(At)/ P3P dS) + \Ifﬁ/ [u - Vogpa + Vg - nga} df) =
Q)

\ _J/ Q _J/
M S
7{ (V) - ndQ + b(At)qu—N / D3P0 dS) +
& PN L PR ,
na:rBC timglgrce f

(M+S) ¥ =Hf

M. .. Mass matrix, S... Stiffness matrix, f...force vector
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Linear Solver
@ Three solution methods for

® iliear /ST SO1Ver Ky or
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Linear Solver
@ Three solution methods for

@® Linear Syst em Sol ver = Keyword

@ Direct methods (Keyword: DI r ect)
Li near System Direct Method =

@ standard LAPACK (banded )
@ alternatively UMFPACK - Unsymmetrical Multi Frontal ( UVFPACK )
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Linear Solver

Three solution methods for

Li near System Sol ver = Keyword

@ Direct methods (Keyword: Di r ect)
Li near System Direct Method =

@ standard LAPACK (banded )
@ alternatively UMFPACK - Unsymmetrical Multi Frontal ((UMFPACK )

@ Krylov subspace iterative methods (Keyword: | t er ati ve)
Li near System |lterative Method =
Conjugate Gradient (| CG ), Conjugate Gradient Squared ( CGS ), BiConjugate Gradient Stabilized
( Bl CGSt ab ), Transpose-Free Quasi-Minimal Residual ( TFQVR ), Generalized Minimal Residual
( GVRES )

+
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Linear Solver

Three solution methods for

Li near System Sol ver = Keyword

@ Direct methods (Keyword: Di r ect)
Li near System Direct Method =

@ standard LAPACK (banded )
@ alternatively UMFPACK - Unsymmetrical Multi Frontal ((UMFPACK )

@ Krylov subspace iterative methods (Keyword: | t er ati ve)
Li near System |lterative Method =
Conjugate Gradient (| CG ), Conjugate Gradient Squared ( CGS ), BiConjugate Gradient Stabilized
( Bl CGSt ab ), Transpose-Free Quasi-Minimal Residual ( TFQVR ), Generalized Minimal Residual
( GVRES )

® Multilevel (Keyword: MJI t | gr | d) Geometric (GMG) and Algebraic (AMG) Multigrid!
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Precondition strategies
A-U=f




solving instead:

Precondition strategies
A-¥=t1

AM 1. ®=Ff withd=M. -
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Precondition strategies

A- =1
solving instead:
AM 1. ® =f with® =M ¥
Why?: AM ! shall have a towards convergence of iterative methods
Improved spectrum
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Precondition strategies

A W=t
solving instead:
AM 1. ® =f with® =M ¥
Why?: AM ! shall have a towards convergence of iterative methods
Improved spectrum  Linear System Preconditioning =

® None

® o agonal

@ ILUn n=01.2,...
® Lur

® witigrid
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Solution Levels

time integration Ti me Steps

steady state iteration

Solver 1

non-linear iteration

linear iteration

end linear itera-

tion

end non-linear iteration

Solver 2

direct solver

end steady state iteration ﬁL
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Solution Levels

time integration Ti me Steps

steady state iteration Steady State Max lterations

Solver 1

non-linear iteration

linear iteration

end linear itera-

tion

end non-linear iteration

Solver 2

direct solver

end time integration

end steady state iteration St eady State Convergence Tol erance }
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Solution Levels

time integration

steady state iteration

Solver 1

non-linear iteration

linear iteration

end linear itera-

tion

end non-linear iteration

Solver 2

direct solver

end steady state iteration

end time integration
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Solution Levels

time integration

steady state iteration

Solver 1

non-linear iteration

linear iteration

end linear itera-

tion

end non-linear iteration

Solver 2

direct solver

end steady state iteration

end time integration
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The Solver Input File (SIF)

@ contains all the information for the solution step,
El ner Sol ver
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The Solver Input File (SIF)

@ contains all the information for the solution step,
El ner Sol ver

@ can be exported by El ner Front ...
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The Solver Input File (SIF)

contains all the information for the solution step,
El ner Sol ver

can be exported by El mer Front ...

. but simply also composed using a text editor
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The Solver Input File (SIF)

@ contains all the information for the solution step,
El ner Sol ver

@ can be exported by El ner Front ...
. but simply also composed using a text editor

The Rules:
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The Solver Input File (SIF)

contains all the information for the solution step,
El ner Sol ver

can be exported by El mer Front ...
. but simply also composed using a text editor
The Rules:

comments start with '
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The Solver Input File (SIF)

contains all the information for the solution step,
El ner Sol ver

can be exported by El mer Front ...

. but simply also composed using a text editor

The Rules:
comments start with '

Important: do not use tabulators for indents!
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The Solver Input File (SIF)

contains all the information for the solution step,
El ner Sol ver

can be exported by El mer Front ...

. but simply also composed using a text editor

The Rules:
comments start with '

Important: do not use tabulators for indents!

a section always ends with the keyword 'End
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The Solver Input File (SIF)

@ contains all the information for the solution step,
El ner Sol ver

@ can be exported by El mer Front ...

but simply also composed using a text editor
The Rules:

comments start with |

Important: do not use tabulators for indents!

a section always ends with the keyword 'End

parameters (except from Elmer keyword database) need to be
casted by their types: [Integer Real Logical 'String File

+
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The Solver Input File (SIF)

@ contains all the information for the solution step,
El ner Sol ver

@ can be exported by El mer Front ...

but simply also composed using a text editor
The Rules:

comments start with |

Important: do not use tabulators for indents!

a section always ends with the keyword 'End

parameters (except from Elmer keyword database) need to be
casted by their types: [Integer Real Logical 'String File

@ |paraneternane(n, n) indicates a nxXm array

+
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Header

The header declares where to search for the mesh database

Header
Mesh DB "." "dirnane" preceding path + directory name of mesh database
End
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Constants

Declaration of constant values that can be obtained from within every
solver and boundary condition subroutine or function, can be declared.

Const ant s
Gas Constant = Real 8.314EOQO0 a scalar constant
Gavity (4 =0-10 9.81 Gravity vector, an array with a registered name
End

ﬁL
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Simulation

Principle declarations for simulation

Si mul ati on

Coordi nate System = "Cartesian

Simul ati on Type ="St eady"
Qut put Intervals =1

Steady State Max Iterations =
Steady State Mn Iterations =
Qutput File = "nane.result"
Post File = "nane. ep"
max out put level = n

End

2D'

Coordi nate Mapping(3) = Integer 1 2 3

10

choices: Cartesi an {1D, 2D, 3D},
Pol ar {2D, 3D}, Cylindric,
Cylindric Symetric, AXi

Symetric

permute, if you want to interchange directions

either St eady or Tr ansi ent
how often you want to have results
maximum rounds on one time level
minimum rounds on one Timestep
contains data to restart run

El mer Post -file

n=1 talkative like a Finnish lumberjack,

Nn=42 all and everything

+
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Solver

Example: (Navier) Stokes solver

Sol ver 1

Equati on = "Navi er - St okes"

Li near
Li near
Li near
Li near
Li near
St eady

System Solver = "Direct”

System Direct Method = " UMFPack"

Syst em Convergence Tol erance = 1. 0E-06
System Abort Not Converged = True
System Precondi tioning = "I LU2"

St at e Convergence Tol erance = 1. OE-03

Stabilization Method = Stabilized
Nonl i near System Convergence Tol erance = 1. OE-05

Nonl i near System Max Ilterations =1

Nonl i near SystemMn lIterations =1
Nonl i near System Newton After Iterations = 30
Nonl i near System Newton After Tol erance = 1. 0E-05

End

name of the solver

alt. |[terative

a linear problem

+
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Body

Here the different bodies (there can be more than one) get their
Equati on,Materi al ,Body Forceandlnitial
Condi t 1 on assigned

Body 1
Nane = "identifier" give the body a name
Equation = 1
Material =1
Body Force =1
Initial Condition =1

End

ﬁL
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Equation

@ set active solvers

@ give keywords for the behaviour of different solvers

Equation 1
Active Solvers(2) =1 2
Convecti on = Conput ed

Fl ow Sol ution Nanme = String "Fl ow Sol ution”
NS Convect = Fal se
End

_‘L
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Bodyforce

@ declares the solver-specific f from A - ¥ = f for the body
@  body force can also be a dependent function (see later).

Here for the (Navier) Stokes solver

Body Force 1

0.0
-9.81 ! good old gravity

FI ow BodyForce 1

FI ow BodyForce 2
End

ﬁL
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Material

@ sets material properties for the body.
@ material properties can be scalars or tensors and also

@  can be given as dependent functions

Material 1
Viscosity = 1. 0E13
Density = 918.0
My Heat Capacity = Real 1002.0 | notin keyword DB!
End
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Initial Conditions

@ initializes variable values
@ sets initial guess for steady state simulation
@ sets initial value for transient simulation

@ variable values can be functions

Initial Condition 1
Velocity 1 = 0.0

1.0

Pressure = 0.0

Vel ocity 2

My Variable = Real 0.0 | notinkeyword DB
End

ﬁL
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Boundary Conditions

Dirichlet: var 1 abl ename = value
Neumann: often enabled with keyword (e.g., HTEqu. Heat Fl ux

BC = Tr ue) followed by the flux value

@ No BC = Natural BC!

@ values can be given as functions

Example: (Navier) Stokes with no penetration (normal) and free slip

(tangential)

Boundary Condition 1
Name =
Tar get Boundari es

"slip"

= 4
Velocity =
0.0

Nor mal - Tangent i al
Vel ocity 1 = Real

End

Logi cal

True

name
refers to boundary no. 4 in mesh

components with respect to surface nor

+
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Bodies on Boundaries

@ need to solve (dimension-1) PDEs (e.g., kinematic BC on free
surface)
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Bodies on Boundaries

@ need to solve (dimension-1) PDEs (e.g., kinematic BC on free
surface)

@ need to define the (dimension-1) entity as a separate body
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Bodies on Boundaries

need to solve (dimension-1) PDEs (e.g., kinematic BC on free
surface)

need to define the (dimension-1) entity as a separate body

in the corresponding Boundar y -section:
Body ID = n with n > highest occurring body in the mesh

ﬁL
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Bodies on Boundaries

need to solve (dimension-1) PDEs (e.g., kinematic BC on free
surface)

need to define the (dimension-1) entity as a separate body

in the corresponding Boundar y-section:
Body ID = n with n > highest occurring body in the mesh

define Body Force, Material, Equation and Initial Condition for
that body
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Bodies on Boundaries

@ need to solve (dimension-1) PDEs (e.g., kinematic BC on free
surface)

need to define the (dimension-1) entity as a separate body

in the corresponding Boundar y-section:
Body ID = n with n > highest occurring body in the mesh

@ define Body Force, Material, Equationandinitial Condition for
that body

@ full dimensional metric is still valid on the BC body = has to be
taken into account in user supplied subroutines

+
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Deforming Meshes

@ solving the free surface on
body 2:

solving

8s/0t + uds/Ox + v0s/Oy = a| s L T

/ E— ~—
y 1 N N I e
\ /
| — I I A N N S ey S
| — —
[ // —
_— /// S N S (N S \\\
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Deforming Meshes

@ solving the free surface on
body 2:
solving

8s/0t + uds/Ox + v0s/Oy = a| s L T

@  updating the free surface:

linking the free surface to Mesh

Updat e
e N~
e S N S R N - e ~—
— A ] 1
[—— | | — — BN ] \\\
L— P+t T
[ | — L— | \\
[—— /// — T | | \\\
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Deforming Meshes

@ solving the free surface on
body 2:
solving

8s/0t + uds/Ox + v0s/Oy = a| s L T

@  updating the free surface:

linking the free surface to Mesh

Updat e
1 g s e e ey
® run MeshUpdate solver: T [ [ [ [+
] I I R e e e S ) R O N I WY
re-distributing the mesh nodes [ :j/#'~‘###’_\\\
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Executing Elmer

@ make sure that the directory $ELMER_HOVE/ bi n is in the path
of your OS
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Executing Elmer

make sure that the directory $ELNMER_HOVE/ bi n is in the path
of your OS

serial
either launch directly, with El ner Sol ver nysol verinputfile. sif
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Executing Elmer

@ make sure that the directory $ELMER_HOVE/ bi n is in the path
of your OS

@® serial
either launch directly, with El ner Sol ver nysol verinputfile. sif

or write create a file ELMERSOLVER_STARTI NFQin the directory
where you launch from
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or

Executing Elmer

make sure that the directory $ELNMER_HOVE/ bi n is in the path
of your OS

serial
either launch directly, with El ner Sol ver nysol verinputfile. sif

write create a file ELMERSOLVER_STARTI NFQin the directory
where you launch from

€.J. echo nysolverinputfile.sif > ELMERSOLVER STARTI NFO

cscC
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or

Executing Elmer

make sure that the directory $ELNMER_HOVE/ bi n is in the path
of your OS

serial
either launch directly, with El ner Sol ver nysol verinputfile. sif

write create a file ELMERSOLVER_STARTI NFQin the directory
where you launch from

€.J. echo nysolverinputfile.sif > ELMERSOLVER STARTI NFO

launch simply with El ner Sol ver

cscC
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Executing Elmer

@ make sure that the directory $ELMER_HOVE/ bi n is in the path
of your OS

@® serial
either launch directly, with El ner Sol ver nysol verinputfile. sif

or write create a file ELMERSOLVER_STARTI NFQin the directory
where you launch from

€.J. echo nysolverinputfile.sif > ELMERSOLVER STARTI NFO
launch simply with El ner Sol ver

@ parallel
needs ELMERSOLVER STARTI| NFOplus evtl. a host-file (if

distributed execution)
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Executing Elmer

@ make sure that the directory $ELMER_HOVE/ bi n is in the path
of your OS

@® serial
either launch directly, with El ner Sol ver nysol verinputfile. sif

or write create a file ELMERSOLVER_STARTI NFQin the directory
where you launch from

€.J. echo nysolverinputfile.sif > ELMERSOLVER STARTI NFO
launch simply with El ner Sol ver

@ parallel
needs ELMERSOLVER STARTI| NFOplus evtl. a host-file (if
launch with ‘npirun -np 4 El mer Sol ver

distributed execution)
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Tables and Arrays

@® Tables may be used for piecewise linear dependency of a variable
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Tables and Arrays

@® Tables may be used for piecewise linear dependency of a variable
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Tables and Arrays

@® Tables may be used for piecewise linear dependency of a variable

@® Arrays may be used to declare vector/tensor parameters
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Tables and Arrays

@® Tables may be used for piecewise linear dependency of a variable

@® Arrays may be used to declare vector/tensor parameters
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MATC

library for the numerical evaluation of mathematical expressions
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http://www.nic.funet.fi/pub/sci/physics/elmer/doc/MATCManual.pdf

MATC

@ library for the numerical evaluation of mathematical expressions

@® defined in SIF for use in El mer Sol ver
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http://www.nic.funet.fi/pub/sci/physics/elmer/doc/MATCManual.pdf

MATC

@ library for the numerical evaluation of mathematical expressions
@ defined in SIF for use in El mer Sol ver

or by El mer Post as post-processing feature
e.g. K— °C: math Celsius = Tenperature + 273.16
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http://www.nic.funet.fi/pub/sci/physics/elmer/doc/MATCManual.pdf

MATC

@ library for the numerical evaluation of mathematical expressions
@ defined in SIF for use in El mer Sol ver

or by El mer Post as post-processing feature
e.g. K— °C: math Celsius = Tenperature + 273.16

@ very close to C-syntax

ﬁL
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http://www.nic.funet.fi/pub/sci/physics/elmer/doc/MATCManual.pdf

or

MATC

library for the numerical evaluation of mathematical expressions
defined in SIF for use in El mer Sol ver

by El mer Post as post-processing feature
e.g. K— °C: math Celsius = Tenperature + 273.16

very close to C-syntax

also logical evaluations (if) and loops (for)

ﬁL
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http://www.nic.funet.fi/pub/sci/physics/elmer/doc/MATCManual.pdf

or

MATC

library for the numerical evaluation of mathematical expressions
defined in SIF for use in El mer Sol ver

by El mer Post as post-processing feature
e.g. K— °C: math Celsius = Tenperature + 273.16

very close to C-syntax
also logical evaluations (if) and loops (for)

documentation on Funet (MATC Manual)

ﬁL
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http://www.nic.funet.fi/pub/sci/physics/elmer/doc/MATCManual.pdf

MATC contd.

@ simple numerical evaluation:

ﬁL
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MATC contd.

@ simple numerical evaluation:

@ as a function dependent on a variable:
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MATC contd.

@ simple numerical evaluation:

@ as a function dependent on a variable:

@  as a function of multiple variables:

ﬁL

CSC

Zwinger — 0.26/3,



MATC contd.

@ simple numerical evaluation:

or

@ as a function dependent on a variable:

@  as a function of multiple variables:

@® as function defined before header:

ﬁL
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MATC contd.

@ simple numerical evaluation:

or

@ as a function dependent on a variable:

@  as a function of multiple variables:

@® as function defined before header:
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User Defined Functions

Example: p(7(°C)) = 1000 - [1 — 10~* - (T — 273.0)]
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User Defined Functions

Example: p(T(°C)) = 1000 - [1 — 10~* - (T — 273.0)]
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User Defined Functions

Example: p(T(°C)) = 1000 - [1 — 10~* - (T — 273.0)]

cOMple: el er 150 mydensity. 190 ~o mydensity.

ﬁL
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User Defined Functions

Example: p(T(°C)) = 1000 - [1 — 10~* - (T — 273.0)]

cOMple: el er 150 mydensity. 190 ~o mydensity.
SIF: Donsity = Vari able Temperature

r cscC
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User Defined Subroutines

RECURSI VE

assenbly, sol ution
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User Defined Subroutines

RECURSI VE

assenbly, sol ution

Model pointer to the whole Model (solvers, variables)
Sol ver pointer to the particular solver
dt current time step size

Transi ent Si nul ati on . TRUE. if transient simulation
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User Defined Subroutines

RECURSI VE

assenbly, sol ution

Model pointer to the whole Model (solvers, variables)
Sol ver pointer to the particular solver
dt current time step size

Transi ent Si nul ati on . TRUE. if transient simulation

comple L0000 GrEel vEri0l e GED 6 misel vareE
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User Defined Subroutines

RECURSI VE

assenbly, sol ution

Model pointer to the whole Model (solvers, variables)
Sol ver pointer to the particular solver
dt current time step size

Transi ent Si nul ati on . TRUE. if transient simulation

compile 2102198 mysel ver il 2. 660 - misel vereie
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User Defined Subroutines contd.

Elmer Solver Main

Steady state iteration (coupled system)
User Subroutine

— Initidlization

Nonlinear iteration loop

Domain element loop

often provided as
subroutine inside
the solver routine

Matrix assembly for domain element

until last bulk element

Boundary element loop

often provided as
subroutine inside
the solver routine

Matrix assembly for von Neumann and
Newton conditions at boundary element

until last boundary element

— set Dirichlet boundary conditions

— solvethe system

relative change of norms < Nonlinear Tolerance
or
nonlinear max. iterations exceeded

'until last timestep

ﬁL
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User Defined Subroutines contd.

Pre-defined routines

CALL
Defaultlnitialize()

CALL
Def aul t Updat eEquat i ons(
STI FF, FORCE )

CALL
Def aul t Fi ni shAssenbl y()

CALL

Defaul tDirichl et BCs()
Norm =

Def aul t Sol ve()

Elmer Solver Main

Steady state iteration (coupled system)
User Subroutine

— Initidlization

Nonlinear iteration loop

Domain element loop

Matrix assembly for domain element

until last bulk element

Boundary element loop

Matrix assembly for von Neumann and

often provided as
subroutine inside
the solver routine

Newton conditions at boundary element

until last boundary element

— set Dirichlet boundary conditions

— solvethe system

relative change of norms < Nonlinear Tolerance
or
nonlinear max. iterations exceeded

i relative change of norms < Steady State Tolerance

'until last timestep

often provided as
subroutine inside
the solver routine
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Multiple Meshes

@ In the Header , declare the global mesh database
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Multiple Meshes

@ In the Header , declare the global mesh database

® Inthe Sol ver , declare the local mesh the solver is run on:
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Multiple Meshes

@ In the Header , declare the global mesh database
Mesh DB "." "dirnane"

® Inthe Sol ver , declare the local mesh the solver is run on:
Mesh = File "/path/to/" "nmesh”

@ variable values will be interpolated
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Multiple Meshes

In the Header , declare the global mesh database
Mesh DB "." "dirnane"

In the SOl ver , declare the local mesh the solver is run on:
Mesh = File "/path/to/" "nmesh”

variable values will be interpolated

A they will boldly be extrapolated, should your meshes not be
congruent!
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Element Types

® In section Equat i on:
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Element Types

® In section Equat i on:

N...nodal, d ...DG element, p p- el enment, b ...bubble, e ...edge,  ...face DOFs

+
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Element Types

® In section Equat i on:

N...nodal, d ...DG element, p p- el enment, b ...bubble, e ...edge,  ...face DOFs

® _ ... DG DOFs = mesh element nodes

+
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Element Types

® In section Equat i on:

N...nodal, d ...DG element, p p- el enment, b ...bubble, e ...edge,  ...face DOFs

® _ ... DG DOFs = mesh element nodes

® If Equat I on applies to more than one solver, | Element = ...
applies for all solver.
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Element Types

® In section Equat i on:

N...nodal, d ...DG element, p p- el enment, b ...bubble, e ...edge,  ...face DOFs

® _ ... DG DOFs = mesh element nodes

® If Equat I on applies to more than one solver, | Element = ...
applies for all solver.

selectively for each solver: -

_ CSC
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Specialities

@ given names for components of vector fields:

+
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Specialities

@ given names for components of vector fields:

@ ’internal” Solver can be run as external Procedures (enabling
definition of variable names)

+
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Specialities

@ given names for components of vector fields:

@ ’internal” Solver can be run as external Procedures (enabling
definition of variable names)

@ Residuals of solver variables (e.g., Navier Stokes):

+
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Specialities

@ given names for components of vector fields:

@ ’internal” Solver can be run as external Procedures (enabling
definition of variable names)

@ Residuals of solver variables (e.g., Navier Stokes):

@ Solver execution:
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Elmer Parallel Version

@ Pre-processing: El mer Gr i d with options:

Partition by direction:
-partition 2 2 1
-partition 2 2 1

Partition using METIS:
-metis
-nmeti s
-nmeti s

-nmetis

0

w N B O

First partition elements (default)

First partition nodes

PartMeshNodal (default)
PartGraphRecursive
PartGraphKway
PartGraphVKway
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Elmer Parallel Version

@ Pre-processing: El mer G 1 d with options:

Partition by direction:
-partition 2 2 1
-partition 2 2 1

Partition using METIS:
-nmetis n
-nmetis n
-nmetis n
-metis n

@ Execution: npirun

0

w N B O

First partition elements (default)

First partition nodes

PartMeshNodal (default)
PartGraphRecursive
PartGraphKway
PartGraphVKway

-np n El nmer Sol ver _npi
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Elmer Parallel Version

@ Pre-processing: El mer G 1 d with options:

Partition by direction:
-partition 2 2 1 0O First partition elements (default)

-partition 2 2 1 1  First partition nodes

Partition using METIS:

-metis n 0O  PartMeshNodal (default)
-metis n 1  PartGraphRecursive
-metis n 2  PartGraphKway
-nmetis n 3  PartGraphVKway
@® Execution: npi run -np n El mer Sol ver _npi
@ Combining parallel results: in mesh-database directory

ElmerGid 15 3 nane r.

cscC
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Elmer Parallel Version contd.

@ need iterative method for linear solver!
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Elmer Parallel Version contd.

@ need iterative method for linear solver!

@ standard Krylov subspace in domain decomposition shows different
behaviour!

Domain 1

e

| }
| i

f
f

Domain 3

-~

~———
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Elmer Parallel Version contd.

@ need iterative method for linear solver!
@ standard Krylov subspace in domain decomposition shows different
behaviour!
Domain 1
! i
| »
Domain 2
}

~———

l
Domain 3

-

@® Linear System Use Hypre = Logical True
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Elmer Parallel Version contd.

@® need iterative method for linear solver!

@ standard Krylov subspace in domain decomposition shows different

behaviour!
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Elmer Parallel Version contd.

@ need iterative method for linear solver!
@ standard Krylov subspace in domain decomposition shows different
behaviour!
Domain 1
| !
| N
Domain 2
} }
| |
Domain 3
@® Linear System Use Hypre = Logical True
® Linear System Precondi ti oning = ParaSail s
o

ParaSails Threshold, ParaSails Filter, ParaSails Muxl evel, r
ParaSails Symetry coc

_ Zwinger
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