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INTRODUCTION

AS this proposai is written, in the £all of 197k, the ARPA
network has achieved sufiicient acceptance that a rather large
number of ordanlzations are currently planning eitner Lo attach
thelr general purpose computer systems directly to the ARPANET or
1o interconnect their systems employing “ARPANET technology".
The authors have been in touch with efforts sponsored by the Air
Force 3ystems Command, the Naval Ship Research and Development
Center, the Defense Conmunigations Agency ("PWIN" == the
Prototype World-wide Military Command and control Systenm
Intercomputer Network), ARPA (the National Softiware Worksj), the
AEC, and other government agencies. A common characteristic of
these networks and sub-networks is the presence of a number of
systems which have no counterparts on the current ARPANET; tiaus,
haraware “special interfaces" (between the Host and the network
Interface Message Progessor) and == nore important == Neuwork
control Programs cannot simply be copied from working versions.
(Systems include CDC 6600's, XDS Sigma 9's, Univac 494ts, 1107's,
11087s, and 1110's, and IBM 370f's running operating systems with
no current ARPANET counterparts). Because 1t 1is also widely
accepted Lhat the design and implementation of an NP for a "new"
system is a maJjor undertaking, an immediate area of concern for
all ,involved is to develop an approach for attaching systems to
networks which employ® as nuch off-the-shelf hardware and
sofivware a8 1s practicable. This paper addresses 1UUwO such
approaches, one which apparently is popularly assumed as of now
t0 be the way to go and anothel’ which the authors feel is
superior Vo the more widely Known alternative.

"FRONT-ENDING"

In what might be thought of as the greater network community, the
consengus is 80 broad that front=ending isrdesirsble thal the
topic needs almost no dJdisgcussion here. Basically, a small
machine (a PDP-ll is wiaely heid %o be nost sultaple) is
interPOSed between the IMP and the RoSt in order. to Shield the
HOSU from ‘the complexities of the NCP. The advantages of this
fundamental approach are apparent: It is more economic to develop
a s8ingle NCP. "Outward" (User Telnet) network access is also
furnished vy tvhe front end acting as a mini-Hosv. The
potentiality exists for file manipulations on the mini-Host. Two
operating systems are in advanced stages of development on the
ARPANET for PDP-1l1'S Which Will clearly serve well aS bases for
netWOrk front ends; thus, the hardware and software are copiable.
So if we consider a model along the following lines

Host %*#* Front End -=-=- IMP === Network

everything to the right of the asterisks may slnost be taken as
given. '
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(Caveat: Note the "almost" well in the last sentence; neither
ANTS nor ELF == the two systems alluded to above == is a
completely finished product in the estimation of either their
respective developers or of the Knowledgeable ARPANET Workers who
have coniributed to this report, Both are capable of veing
brought to fruition, though, and in a reasonable amount of Utime.
We will assume ELF a8 the aqtual front-end sSysStem here for two
reasons; abparent consensus, and current activity level of the
developnent team. Hdowever, We have no reason o believe tLhat
readers who prefer ANTS would encounter substantive difficuliies
in implementing our propesal on it.)

(EXplanatory notes: ANTS 1s an acronym for ARPA Network Terminal
Jupport system; 1t was developed atl the Center for Advanced
Computation (CAC), Univergity of Illinois. ELF is not an acronyn
(it 1is said to be German for "eleven"); it was designed at the
Speech Communications Research Lab ({SCKL), Santa  Barbara,
California.)

THE RIGID FEONT~END ALTERNATIVE

Referring back to the model above, the popular view of tne
asterisks is Vo have the front-end system simulate a Well known
device for each Host (typically a remote Jjob entry station alon#
the lines of the 200UT on the CDC 6600), effectively requiring no
softwere changes on the HoSt &ysten, Wwe characterize 1this
approach as "rigid" pecause an immediate implication 18 that the
Host system is constrgined to handle data to and from the network
only in fashions which its system already provides., (EegBe., if
you Simulate a card reader, your data will necessarily be treated
as batch input; 4if a terminal, necessarily as time=sharing
input.) NWow, it may be argued that Host software changes are only
being shunned in order to "get on vhe air" quickly, and may bpe
introduced at a later da%e in order Vo allow unconstrained
channelling of network data within the hKost; but this reasoning
‘may surely be refuted if it can be shown that an altvernative
exists which 1s esgentially as quick to implement and does not
réquire the waste motion of constructing known-device simulation
hardware and software for each new Host, only %o eventually avoid
vhe simulation in the Host,

The major advantage which might bpe claimed for ‘Uthe rigid
front-end approacn other ‘tnan quickness to implement would pe
embarrassitng if true, Thaet 1is, the possibility eXists that
either the "new" Hosts! operating systems or system programming
staffs are so intractable that avoiding Host software changes is
& nhecessity rather than a desire, We certainly hope neither is
the case and haVe no reason %o believe it to be so, but we must
acknowledge that such possibilities exist as meta-issues to this
reportv,
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DISADVANTAGES OF THE RIGID FRONT=END ALTERNATIVE

The. rlgld;ty argument sketcned above merits some amplificatilon,
The major disadvantage of inverfacing with tne Host only in ilxed
ways lies in a loss of functionality. Granted that "Telnet" and
"Rog" functions can be performed (though we& have deep
reservations about file transfer) by simulating a known device

there are more things in practice and in theory than Just using
the Hosts' time~sharing and batch monitors., “rTeleconferencing"
is an instance which comes immediately to mind. Graphics is
another. Neither fits naturally into ‘the setting a typical
operating system is likely to assume for a Telnet or RJE
connection, Further, the ARPANET is Just pbeginning to evolve a
view of "process-to=process" protocoils where cooperating programns
on dissimilar systems communicate over network sockets in a true
use of sockets a8 interprocess communication media. It is
ditficult to conceive of viewing a (simulated) line printer as an
absiract "port" without considerable contortion of the extant
operating system. To attempt to summarize this cluster of
objections, a simulation of a known device may be cheaper than a
large enough numpber of phone calls, bubv it's not networking.

For that matter, it is by no means clear that the goal of no Host
SsoflWare changes can even be met. In the case of one particular
syetem on the ARPANET where & PDP=l)b wag employed as a front end
o & PDP -10, one of the authors discovered that on attempting to
login over the net he was confronted by an interrogation as o
the tlype of terminal he wWas al == the front end having been
attached &t the wrong point in the PDP-10's terminal handling
code., (Being a battle~scarred veteran of Telnet provocol
development, he gave suitable answers for descriping a "Network
Virtual Terminal". Unfortunately, however, the NVI apparently
h&ad no counterpart in the Hosis! normal complement of local
terminals, And when he tried such Telnet control functions as
"don't echo, I'm at a physically half~duplex terminal" things
really got confused). As it happens, he later found himself in
the neighborhood of the Host 1in question, and found himself
spending ean_afternoon - attenpting to explain the philosophy and
importance to the Telnet protocol of the NVI., The site personnel
were both appreciative and cooperative, and although we have not
had occasion to verify it, we assume that the site 1is propably
now usable from the ARPANET. The important point, though, is
thal operating systems tend Yo make extensive, often unconscious,
agsumptions abouUt their operating environments. This observation
is particularliy true when it comes to ‘terminal types, and the
problem d4is that there is simply no guarantee that the several
systems in question could even "do the right thing" if they were
front-ended by simulating & known device == unless, of course,
the simulation of the device in the mini Were so painstaking that
alli we'd gel would be an expensive way of adding an RJE station,
period,
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Less abstract considerations also apply. For one thing, a
mini-conputer =~ even with "third~generation" software == 1s not
as free and convenient an environment %o program in as a
full-scale Host; therefore, implementing the several simulations
will not be trivial pieces of software engineering. Further, if
the simulation softvware is prepared by front-end experts, they
will encounter repeated start up transients in learning enough
about the expectations of the several Hosts in order to perfornm
their tasks. For that matter, it is clear that if personnel fronm
the SeVeral Hosts are bparred from active participation in
attaching to the network ‘there Will bpe  natural (and
understandable) grounds for resSentment of the "intrusion" the
network will appear to be; systems programmers also have
territorial emotions, it may safely be assumed.

On & 8%ill more practical level, it should bpe noted that the
Dotennial need to simulate more than one Known device == and even
the potential complexity of any single device simulation ~-=- may
well lead to a requirement for a larger PDP-ll configuration than
would otherwise be reasonable. And although there are other
reasons for arguing that each front=-end processor ought Lo pe @s
big a configuration as possible, We must acknowledge that dollars
do matter. Also on the vopic of numbers, it should be further
noted that the line speeds available for Xnown~device simulalions
can be d{uite Jlow. The 200yT, for example, 1§ on a 4800 paud
line, _Which 1is rather a mismatch With a 50,000  paud
communications subnet, (0f course, there's always the 40,800
paud line into the 6600 =-- but it 4isn't expected o have
interactive devices on it, so the extant software won't send the
data  to the ‘'pright place"....) And no experienced ARPANET
protocol designer. would be willing to overlook the possibility
that there will probably have 10 be a floWw control. discipline
betWween the Host and the front~end processor anyway, S0 .the no
change t0 Host software goal becomes ratvher dubious of
fulfillment.

After all that, it is perhaps gratuitously cruel to point out
gtill another level of difficulty, but we feel guite strongly
that it should be addressed. For, it mnmust be admitted, the
question must be asked as %o Wwho Will do the froni~end
implementations. This sort of +thing 1s scarcely within the
purview of CAC or SCRL. But, as will be urged in Appendix 2, iv
18 of the vuimost importance +tvhat whoever performs +the ‘task
already have ARPANET expertise, for we know of no case where
"outsiders" have successfully come &aboard without having bvecone
"insiders" in the process, wnich is neither an easSy nor a cost
effectivVe way to proceed, :

In light of tne aboVe, it is at least reasonable to consider an
alternative o the rigid front-end approach, for: regardless of
the weight +the_ reader may attach to any particular cited
disadvantage, in total they at least suggest tpat the
known=device simulation tactic is not a panacea.
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THE FLEXIBLE FRONT~END ALTERNATIVE

our alternative approach is based on & principle which actually
has Dbeen around since at least a month before the ARPANET began
running User and Server Telnets on & regular basis. The
principle is that it would be nice to off=load as much as
possible ¢of the NCP from the Host, because Hosts are supposed o
have Dbetter things to do with their cpu cycles than field controi
nessages from other Hosts == especially when 90% of the control
messages are merely ALL(ocatve) commands. This insight led to the
notion that all a Host "really" has to do 1is assoclate gockets
with processes {and, of course, pasSs data along socket
connections).. Ahd the flexible front=end approach is no more
than an updating of these 1971 1deas Lo the following: Drop the
hard and fast goal that there will be NQ changes to HosV sofiware
in favor of the more realistlc goal of making MINIMAL changes to
the Host; attach the front~end processor to any. convenient
high~speed "channel"( / 'port" / ‘"“multiplexer" / "line" /
"cable"); 1let the front=-end processor handle the NCP; define an
eXxtremely compact protocol for the Host and front—-end to follow
(the H=FP); and let the Host H~FP moduUle distripute the datla
appropriately Wwithin its operating system, because the H=FF will
make it clear where the data should go and if you have to ran the
dats into the teletype buffers, itt's still cleaner than trying to
do interprocess communication over a card reader. (The AH=-FP is
detailed in less bald terms in Appendix 1l). Now that might sound
rather uncompromising == and almost surely sounds rather cryptic
==  bul petween the advantages it engenders ana %the more
comprehensive description which follows, we feel that it does
represent a superior basis for solving the overridng problem of
how besgt to attach 'new" Hosts to an ARPA-1like net,

ADVANTAGES OF THE FLEXIBLE FRONT-END ALTERNATIVE

The primary advantage of the flexible front end alternative is
prec18e1y its flexiblllty. Although minimal implementations may
be enV1sioned on given Hosts, the most minimal of implementations
is still as powerful as the rigid zfront-end approach; and as the
need for more functions is perceived, they may be coded for quite
easSily with our approach. This is 80 pbecause programs in the
HoSU can "gel their hands on" data from the net (and Send data to
the nebv) in a natural faShion == it i® notl the case thal only
those things done o g givVen System Wwith the data from, 8ay, a
card reader, ¢an conveniently be done here. Thus, in contrast to
the rigid front~end approach, the flexiple front-end approach "is
networking®. Indeed, it should be noted that a major "real"
ARPANET server site has expressed an interest in implementing tne
H=-FP Dbased on some five minutes' worth of blackboard explanation
with two of the authors.
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Another advantage of our approach is that it involves personnel
at the various new sites in the process of coming aboard the
network., Not only does this involvement  have  merit
psychologically (if knownw-device simulation were enployed, tne
netWorx could represent an alien intrusion forced upon ‘them, VO
site sSYstems types), but it I8 also technically preferable to
have the per=-gile coding done by "exXperts", which would not vpe
the case if the per-site tailoring were done eXclusivly in the
mini. Recall the PDP~15 to PDP~10 attempt discussed earlier.
Thal caSe may fairly be Viewed a5 one of the front ending's
haVing been pertformed in ignorance of the conVentions of botlh the
Hosv's operating system and of the ARPANET? Not only sShould that
sort of thineg be avoided by the eXpedient of involving experts on
the ‘target operating systemns in the precess of attaching to the
neLworkr@ but there are practical considerations as wWell: We
estimate that adding a minimal Host~Front End Protocol routine in
a given operatlng system would require no longer than the same
few man months to develop ‘than wWould the adding of a new
known~device dimulation package to the mini. So that we forsee
Scheduling advantages in addition to the more abstiractl ones
already asserted. Further, it ought to bvpe a more friendly
environment to program in on the Host than in the mini. (This is
not to say the ELF does not appear to be a good environment 1o
program in; rather, it is %o make the "oobvious" claim that 1if the
big systems did not furnish convenient programming environmenys
we wouldn't have then.)

As touched on earlier, another point which bears further
examination is the area of flow control. The Known=device
simulation approach appears O assutie that this too willi pe
handled by the mini, and that the simulation will be aware of
Whatever' flow control discipline the Host and the physSical devVice
veing simulated follow. HoWeVer, When the one device "everybody
knows" will be simulated (CDC 200UT) operates on a 4800
bit=-per-second 1ine, and the IMP subnetwork operates on 50, 000
bps lines, some atltentien must be paid to the nismateh ==
especially in view of the fact that only one process in the Host
is typically associated with a known device, but the network
actually transmits data on behalf of many processes. our
approach, on the other hand, allows for a very direct, simple
glow contirol discipline %o be imposed, Without getling involved
in per-Host idiosyncrasies. {Tne option YO go 1o more elaborate
== potentially more efficient -- flow control. disciplines is also
provided,) Thus, we can simply pick the best 1line speed available
on a particular Host, and attach to it,

Notice one other level of practical advantages: The nini's H=-fFP
module can bpe furnished along With its operating system by the
same network "insiders" Who are furnishing the operating systen
itself. Thus, a ecritical task need not be subjected to the
perils of subcontracting. Indeed, tnis approach lends itself far
nore readily to subcontiracting than the other, if subcontracting
must be done for the per-dost software; for with the POP=~il being
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almost glways the Same, network "insiders" can be usSed in
conjunction with site personnel to build Host HA=FP modules eivher
through commercial consulting contracts or even from within the
ARPANET community, (The latter possibility exists  because
another fact about systen programmers is that =- although they
resent "invasions"-- they tend to enjoy getting inside new and
different systems, if cnly to feel superior to them in contirast
Wwith their own.)

The strengths of the fleXivle front-end approach, then, tend o
arise in exactly those areas of weakness of the rigia front-end
approach, Perhaps most important of all, +though, is the fact
that 1t "makes sense”" to almodt every single eXperienced memper
of the ARPANET community with whom it has been discussed. So, we
might reason, 1f the ARFANET is desirable, it is desirable
because of the efforts of thcse Who made it Work; &nd 41f ‘they
have gained insights into networking in general in the process,
thelr opinions deserve particular attention.

RECOMMENDATICNS

The protocol specified in Appendix 1 is felt to be around 90%
complete. We are aware that we have not specified all the codes
that will be needed to deScribe conditions of which the Host and
Front {end mnust apprise each otvher, for example, But we think
tvhat, in general the protocol "works", we stand willing o
discuss it with cognizant decision makers in the various
interested organizations, and, for that matter, to continue to
debate it with our technlcal peers,. AY this stage, hoWever, the
dominant consideration would appear Lo be that the cognizant
decision makers avert the apparent stampede to the rigid
front-end approach and evaiuate the flexible  froni=-end
alternative in 1light of +the preceeding argunents and the
following protocol specification,



APPENDIX 1. THE HOST-FRONT END PROTOCOL
ASSUMPTIONS

The physical connection of the front end (FE) to the Host (s
assumed to be made over the *pesti" port (or channel, line, etc.)
available on the Host, where "pbesi" covers both line speed and
quality oi software available to physically manage the line. The
choice should be made by site personnel. Hardware interfacing
capability is assumed to be Straightiorward; it is, at leasv, no
more compleX for the H-Fp than for known~-device simulation. The
connection 1is assumed to be sufficiently closely coupled tilat a
simple, explicit acknowledgment  H~FP command  Wwill orfer
satisfactory flow control, That is, distances are assumed to pe
short and bit rates high; thus, the same assumptions are made
here a8 are made: in the casSe of lLocal IMP=-HOSt interfaces: that
error checking and flow control are not first-order problems.

On the software level, buffering is assumed to be adequate in the
Hosl to accept at 1least a full (8096 bit) IMP=IMP meassage ~-
although the FE could propbably get around this constraint if it
absolutely had to. Given only a minimal H=FP module in the Host,

the FE Wi)l allowW tnhne same level of Telnet and RJE functioning as

would the known~device simulation, as followsg: The FE will always
shield the Host from the NCP commands and the simplex sockets
they deal with, dealing instead with & repertoire of but five
H=FP commands and conversing over duplex data streams with the
appropriate management of Network sockets left to tvhe FE. (The
commands are described below; we continue with the discussion of
assumptions here, but sSoie readers may prefer Lo study the
commands beiore continuing with the: baslance of this section.) For
Telnev, although gubsecquent &nalysis may lead to & nore
sophisticatea treatment, the present assumption is that the F&
will normally refuse all "negotiated options" and stirip all
Telnetl control codes from the data it passes Lo the Host (unless
the Host orders it to pass an unaitered Telnet stiream); on a
per~-installation basis, the FE will also map from Telnet ASCII to
the Host's desired character set, Telnet "interrupt process"”
controls are handled by an H-FP comnand, discussed below.

For RJE, because the ARPANET RJE Protocol is only known to have
been Jimplemented on one Host in the ARPANET and is generally
considered to be too cumbersome, the 8tandard socket for RJE will
be reserved for future use, and a Special designavor will
indicate t¢ the Host that input on the given connection is to pe
treated as dats in the format and Jjob control language of ils own
"batch" system. Again, character set mapping will be availaple
on a per~installation basis, ‘ '

For file transfer, however, a further assumption must be made
aboul Host software, This is because the FE cannol! be expected
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to manipuilete the Hosti's file gystem; theretore, 1if the Host
wishes to participate in file transfer activities its H-FP module
must be able Lo access the Host's file system for both sending
and Ureceiving files, Again, the FE will be able to 8hield the
Host from the details of the underlying protocols to0o a large
extent; but the Host must be able to handle FIP "stor" and "retr"
commands, which will be passed over the (gingle) connection
opened between the FE and the Host for file transfer. [(FIP
"user" and "pasSs" commands might also be de8sirable. As with
Telnet, lhe FE Will manage lLhe Various NetbWork sockets involved
80 a8 L0 alloWw the Host to operate on only the H=FP connection,
and wWill again optionally perform character set mapping. Note
that Hosts may refuse to open FTP connections wuntil and unless
they choose %o, with no impact on the FE.

The Host's H~FP module, in short, will interpret the commands of
the protocol, distripute Telnet data to and from the appropriave
points within its operating system where terminagl /0 is
expected, distribute RJE data in like manner, and when iy is aple
to do so handle FTP ag skewched above and amplified on bDelow. It
will, 2lso on a when~degired basgis, support calls from its
sysLEm's user processes for unspecified purposes I/0 on ARPANET
sockets to allow for such functlons as telelconferencing and
other' Process to process exploitations of ‘the Net, our
cverriding assumption is that the initiasl H-FF module for a given
Host (which deces not require FIP  or ungpecified socket
capability) will not be appreclably harder to implement than a
known=device sinulation; that it will offer extensibility to more
interesting wuses o©0f +the Network than the alternative has been
sketched here and will be returned to after the H~FP commands are
described.

FORMAT OF THE COMMANDS

All communication between FE and Host is performed in terms of
H-FP coOmmands, The fields of the Several commangs are one or
more "bytes", where a byte is a per-installation parameter of &,
9, 12, le6, 18, 32, 36, 48, 60, or 6& vit width, according to the
coding convenience of the given Host's H-FP module dimplementers?
{6 bit Dbytes are not supported because they do not offer. enough
room to express all the values anticipated for certain code
fields; machines with 6 bit internal byte structures. can specify
12 bit H-FP bytes and still be able 10 use their natural oyte
oriented instructions,) Values for fields will be rignt=-justified
Within their (Dotentially SeVeral) byte widthns, Note ‘that ‘the
1i8t of b¥te sSiZes is 1) not meant to be eXhaustivVe, and 2)
probably Unnecessarily eXtensive == as 8, 9, and 12 are probably
the _only ‘"reaSonable" sizes in actual. practice (but 1if a
particular machine is pbetter suited for nandling Whole Words
rather than fractions thereof, *the FE can certainly make life
more convenient for it.) '

Although the commands are given namnes for documentation purposes,
the value transmitted in the first byte of each command will bpe
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the binary representation of the number shown before its name in
the next section, ({i,e., the command field is one byte wide,)

COMMANDS

(Note that all commands may be sent by either +the FE or the
Host')

1: BEGIN INDEX HOST SQCKET TRANSLATION~TYPE CONNECTION=TYPE

The BEGIN command establishes a "connection" between the Host and
the VFE, kegardless of internal representation, the dupleX data
stream_ the connection represents will pe referred to by the value
specified in the next (INDEX) field; that is, for example, the FE
will Send input from and receive output for a given Telnet
connection "on" a giVen INDEX, eVen though it is acltually
manazing,two NCP "sockets" for the purpose in its dealings Witn
the NetWork,

2) INDEX is a two=-byte field. Both the Host and the FE nay
choose arbitrary values for it when opening connection with a
BEGIN command (H-~-FP implementations will probably  simply
increment INDEX Dby 1 whenever they need a new connection);
however, the value of O is reserved. Lo apply to the "glopal"
connection betWween the Host and the FE =~ thus, when either
machine "comes up" the first thing it does is send a BEGIN for
INDEX=0.  (The END and ACKNOWLEDGE commands also. £Ol10wW this
convention; for that matter, there is no reason why the MESSAGE
command c¢ould not also, should it be desired to extend the FE's
functions in the future, At present, however, .this is merely "a
potential extension.) Note that all other fields should be set o

O for INDEX O BEGINS.

b) HOST is a +two-byte field. I4 gpecifies the Host number
assoclated with the socket in the next field, On FE to Host
BEGINS this is purely informational, HoWwever, on HoS8t O FE
BEGINB it 18 necessary to enable the FE to identify the foreign
Host with whicnh to communicate at the NCF leVel.

¢) SOCKET is & four-byte f£ield., 1If SOCKET=l, a Telnet connection
is to_ Dbe established. If SOCKET=3, -an FTP connection is to be
established. 1If SOCKET=5, an ARPANET RJE Protocol connection 1is
to be established (no known current utility), If SOCKET=77, &
Host=-specific connection is to be established for RJE/batch. ALl
other values are for connections for unspecified purposes, to be
opened at the NCP level according to the CUNNECTION-TYPE field.
Note that sockets 1, 3, 5, and 77 are '"known about" and
special~cased by the FE,

d) TRANSLATION~TYPE is a one-byte field. From FE to Host, it is
informational. From Host +to FE, it specifies character set
mapping if desired, or characterizes the data to be transmitted
over the connection, 0: requests / specifies ASCII dava; 1,
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binary data (note that this value will not ne sent f£from FE 10
HOSL uhder current gssumptions, and that word size 1s Lo pe a
Per-instgllation parameter); 2, mapping of ASCII to/from 1l1ocal
character set, Other Wuypes Will bpe defined if needs are
identfiEdp

e) CONNECTION-TYPE is a one-byte field. For FE to Host BEGINS it
is 1nformational. For Host to FE BEGINs it instructs the FE as
to Which kind of NCP connection discipline to folloW. 1. requests
a dupleXx connection (ise., that the Initial Connection Protocol
of the ARPANET be employed); 2, a simplex connection (i.e.,, that
the _ appropriate ARPANET ‘"request for connection" Host-Host
Protocol command be employed for the gender of the sSocket ab
hand) ., Note that this extended use of the HeFP Will pe of
interest wnen (and if) user=level programs on the HosSt begin to
use ‘the Network. (The FE will open 8~bit connections avl the
Network level unless otherwise directed.)

23 ACKNOWLEDGE INDEX CODE

The ACKNOWLEDGE command is multi-purpose, It must oe s8ent in
responge to all commands from +the other machine (other whan
ACKNOWLEDGEs, of course), and is primarily used to indicate the
success or fallure of the command Jjust receilved on INDEX. NOte
that this implies thal each MESSAGE on a given INDEX must pe
ACKNOWLEDGEd before the neXt can be Sent,

&) INDEX 18 a5 above.

b) CODE 1is a tvwo=-byte field. CODE=0 indicates success /
acceptance_ of the command mnost recently received for INDEX.
CODE#1l indicates failure / rejection of the mosSt recent command.
(Eege, 1f a MESSAGE, buffering was unavaillable So the other
machine must retransmit; if a BEGIN, the indicated protocol /
socket cannot be serviced.,) CODE=3 indicates an invalid or
inactiVe INDEX has been used., CODEsL indicates (Host to FE) that
no mapping is to be performed on the connection just opened.
Other Values (for such meanings as ‘“"foreign Host down”,
"undefined type requested" and the 1ike) will be assigned as
idgentified.

33 MESSAGE INDEA COUNT PAD TEXT
The MESSAGE commandg is employed foOr the transmission of data,

&) INDEX is as above,

b) COUNT is a two-byte field which specifies the number of oits
of data il the TEXT field,
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¢) PAD is a l-to=-n-byle field. 1Its width is a per=installiation
parameter used to enable the TEXT field to start on a word
boundary if the local H~FP implementers so desire, (This is not
only a kindness, but it'’s also a placeholder if we decide to go
to a flow control mechanism involving sequUence number's.)

d) TEXT i8 a field wherein byte structure 4is coincidental. It
consists of COUNT bits of data to be Sent Lo the process
implicitly associated with INDEX by a BEGIN command (which has
not been ENDed),

L: INTERRUPT INDEX

The INTERRUPT command, when sent from the FE t0 the Hdost,
indicates +that an NCP interupt command (INS or INR) has been
received for the process associated with INDEX; the Host should
interrupt the associated process in whatever fashion is "normal"
to it. (The most common uge of the NCP conmmand is in Telnev,
where it is defined as being tne functvional equivaient of having
struck. a terminal's ATIN, INT, or BREAK key, or input a
"control-c" on certain character-at-a—time systems; essentially,
it requests a "quit pbutton" push., Note that ‘the FE Wwill ‘takge
care of the aSsociated Telnetl control code in the input stream.)
When sent from the Kost to the FE (in process to process
applications), it will indicate that an appropriate NGP interrupt
be Sent, according %o the gender of the Socket associated with
INDEX.

5: END INDEX CODE

The END command is used to terminate a connection. It may be
sent either because one System or the other is about to go down,
or because the FE has received an NCP "CLS" comnand, or because
the destination system or IMP nas gone down, or at tne behest of
a Host user process,

a) INDEX is asg above, Note that if INDEXF0 the END refers Lo the
"global” connection Detween tne Host and the FE; in such cases,
the high~order bit of CODE will be set to 1 and the low-order
bits will specify the number of mnminutes to shutdown if this
infoxmation is available, (Furnished becuase the associated IMP
often informs the FE of such a condition.)

b) CODE i8 a ‘two-oyte field, CODE=1 indicates the general
"close" caSe (either received or ordered); 2, foreign system has
gone doWn; 3, foreign IMP has gone do¥Wn; 4, local IMP nas gone
doWn. Other Vvalues Will be asSsigned as identified.

EXTENSIBILITY



Page 6

Simplicity and compactiness peing major goals of the protocol, the
small repertoire of commands Jjust presented represent "all there
is". Recall that we are specifically omitting from consideration
such dissues &s error and flow conirol which could turn the H-FP
into another Host-Host Protocol, (Should error and flow control
prove desirable in practice, we have, of course, thought of sonme
suitable mechanisms within the H=-FP framework; but they are not
considered germane in the present context.) The primary intention
here is to specify a protocol which 1lends itself to nminimal
initial implementations in the Hosts, on the same time scale as
would have otherwise been reqguired for Kknown=~device 51mu13tions
-~ but which offers greater flexibiiity in the use of the Neulwork
than would be achieved through known-device simulation,

The aStute regder will have nNoticed that RNOSL 0f the ¢OmMands
haVe beenll Specified Wilh an eye toward the future, BecauSe ilhe
Same Protocol Which allows the HoSt and the FE to communicate can
easily allloWw user processes on the HOSU Lo use the Network, we
haVe tried to encourage this desirable end by furnishing all the
necessary hooks and handholds for it in the FE'S H~-FP module
through the broad definitions of the commands. A Host's H-FP
module can furnish a trivial interface for user programns in terms
of a very few entry points (open, read, write, and close appear
t0 be the mninimal set) and allow the usSer program considerable
flexibility in its use of the Net, For example, a "User" FTP
program c¢ould be straightforwardly created even for. a Host wnich
did not choose to field the BEGINS on socket 3 (necessary for
"Server" FTP capability), and files could still be "pulled" to
the Host even if they could not be "pushed" to it. (The FE will
be required to recognize and special-case BEGINs on socket 3, but
that's a small price to pay.) So 1f the specification of the H-FP
command repertoire seems somewhat more complex than it need be,
remember that not all of it has to be coped with on any given
Host == and that any eiven Host can take advantage of more
functions as it desires, (Although it's not really within the
Present &coPe, We Stand willing to invent per-Host H=~FP 1O user
program interfaces on request.)

FIP

To amplify a bit on the problem of file trabsfer, it must be
Oopserved that in general only a file system can manage its files.
This borders on tautoliogy and is difficult to deny., Therefore,
although the FE can Snhield the HOSt from a great deal Of the
mechanism inciuded in the FTP for functions not directly germane
to the transferring of files, Host's operating system and place
or extract a given file, even though it "has" the £file's nane
available to it. There is no in=prinicple reason why the H=FP
module on the Host can't invcke an appropriate routine when it
receives a BEGIN on socket 3, though., (The FE will handle all
the type and mode negotiations, pass the "stor" or "retr" 1line



Page 7

along, and be ready to transmit or receive on the appropriatve
socket; but "gomebody" in the Host has to receive or transmit the
MESSAGES to or from tJe right place.) But if that seems hard 0
do on any particular Host, i%s H=FP module can merely negatlively
ACKNOWLEDGE any BEGINS for Socket 3, 41he real point to be noted
is that the H=-FP still allows in principle for JUser FIP, as
explained above, even 8o == and that the simulation of a known
device offers neither (User nor server FIP) function.

(Files could, of course, pe transferred into the FE, then somehow
gotten into the Host "later" == perhaps by faking up a batch job
== put _that route requires eitner an awful lot of buffering in
the mini or a very sophisticated file system there, or both, It
also requires an awful lot of per-Host information in eacn FE ==
or perhaps numan intervention. We're not saying it can't be done
+es eventually. But it's not going to be clean, or quick, or
easy, or cheap.)

SUMMATION

Several important themes have unavoidably been dealy with
piecemeal in t{the foregoing attempt to specify the H=-FP in the
abstract, To gather the threads together, it might be useful. o
consider the various ways in which the protocol can be employed,
in the context of their ARPANET counterparts, A, "SEKVER"
FUNQOTIONS: There are, in essence, three levels on which a Host
can USe the H=FP to fulfill ARPANET "Server" functions. 1) For
HoSts Which chooSe to take FULL adVantage of the fleXibility. of
the H-FP, all "fourth level" (user process to user process)
protocols can be managed by the Hoet. The FE will perform NGP
(Host=Host protocol) and IMP-HOst protocol  functions {the
associated: IMP will, of course, perform IMP~IMP protvocol
functions), thus shielding the Host from <+the necessity of
implementzng a full~mblown NCP With the attendant complexity of
being awWare of the 1l to 14 "states" of a socket, f£low contirol,
retransmission, and the 1like (as well as shielding it from the
IMP-Host protocol, with the attendant complexity of mapping
"links" to/from "sockets", dealing with message types, forming
and parsing "leaders", and the 1like). This mnode of use is
effected by giving the "no mapping" <code when the Host
acknowledges a BEGIN on sockets 1 and 3 (and by simply accepting
BEGINs on all other sockets). 2) For Hosts which choose to take
PARTIAL advantage of the flexibility of the H=FP, many aspects of
the fourth level protvocols (in partvicular Telnet and FIP) can bpe
managed by the FE on the Host's behalf, by virtue of making
assunptions about which Telnet and/or FTP "commands" are to pe
pernmitted and only referring Such matlel's as the aSSociation of
data with Dprocesses and/sor file names Vo the Host. (Note that
the CODE field of the ACKNOWLEDGE command furnishes the mechanism
for conVeying sSuch error information as "file not found" from the
Host to the FE, which in turn will send out appropriate FIP error
messages.) This mode of use is effected by simply accepting (wixh
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code 0) BEGINS on sockets 1 and/or 3 (and doing as one chooses
for all -other Sockets); that 1is, fouurth ilevel Shiélding is
anticipated Yo be commonplace, and 1s the FE's defaull case. 3)
For Hos%s wWhich choose %o %take NO advantage of the fleXibility of
the H~-FP, the "private" RJE/Datch connection type will sStill
provide for the desiradble functiones of 1load sharing and
transferring f£iles even though all other fourth level protocols
were to be rejeclted by a given Host {(by refusing BEGINS on all
80cketls other than 77),. Even in this most restrigcted case, the
ability to upgrade to either of the broader bases is additively
implicit in the H=-FP, with no changes required to +the FE'sS own
H=FP module ~=- whereas it would entail considerable alteration of
the HoSt's operating system had the first Step been a
known=-device simulation, B. "USER" FUNCTIONS: 1) On the "User"
8ide, a HosSt could again elect to handle such fourth "level
protocols as Telnet and FTP itself. HowevVer, particularly in the
Telnetl case, there is no real need for this, as a User Telnet
"comes With" the FE and it 1S unnecessary to pburden the Host with
Such use unless so many of its local terminals are hardwired that
it would be expensive to access the FE directly. (Note that for
a User FTP, the Hosl's H-FP module would, as discussed above, in
all llkellhOOd require a uger program callable interface.) 2) On
a less ambitious level, the FE could be induced to perform the
same shielding as it offers the Server FTP {(cf. case A2, above),
given an "FTP mapping® TRANSLATION=TYPE on the BEGIN command or
the previously suggested special casing by the FE on socket 3.
3) Finally, "User" functions could be complietely finessed, as per
case A3, C. PROCESS TO PROCESS FUNCTIONS: Irrespective of the
positions taken in A end B, given only & user program callable
interface to the Host's H~FP module, all otnher fourth level
protocols which might evolve == or, simply, general use of
gockets as dinverprocegs c¢ommunicatvion ports =-- can pbe acnieved
directly, Again, this would fundamentallly be an "adad-on" to tne
system, not an alter¢t10n 0f existing softiware,



APPENDIX 2. SOME NOTES ON IMPLEMENTERS

INTRODUCTORY DISCLAIMER

This appendix represents strictliy the personal views ©0f one of
the authors; 1 (now that I can admit to peing Mike Padlipsky)
have rnot even permitted the other authors to agree with the views
expressed hnere, muchless disagree with +them, for they are
insights which I've gained the hard way during nearly four years
of involvement with the ARPANET and ] feel they need saying --
regdardless of the polite fiction of refraining from finger
nointing. Please note at the outset, however, that I an
motivated not by a sense of vindictiveness -~ nor even of
rzzhteous indignation ~=-: but rather by a desire to present some
history in the hope that the reader Will not bpe condemned to
repeat it, Note &lso that even though it makes the prose more
convoluted than it might otherwise have been, the convention will
be observed of "naming no names", I am not, I repeat, Out to get
these guy#; merely to get away from them anda their 1like in the
future, (The reader can Stop here with no loss 1o the main
argument of the paper,)

SEVERAL HORROR STORIES FROM THE WONDERFUL WORLD OF NETWORKING

Consider first the tale already %told of the PDP 15/PDP 10 front
ending effort. Having been involved in the writing of botn the
rold" (1971) and the "new" (1973) Telnet Protocols, I feel a
certain sense of shame by association that they were notv so
compellinZIY clear that the power of the Network Virtual Terminal
/ common intermediate representation approach coula not have peen
missed, even by sSystem programmnmers operating in pretty much of a
vacuum with respect to contact with knowledgable ARPANET workers.
Having said that -~ and meant it == I still feel we did a good
enough Jjob for average-plus system types to cope with. (The fact
that numerous Hosts are on the Net is evidence of this,)
Unfortunately, however, average=-minus system types do exist and
must also be contended with, Therefore, if we @do not nake a
conceryed effory to "idiot proof" our protocols, we may
anticipate further repetitions of the sad state the site under
discussion found itself in before I happened upon them, (And, it
nust regretfully be observed, support of the "real" ARPANET has
deteriorated to the point thal the massive effort required to
over~explain ourselves probably could nov be launched in ‘the
prevalling climate. More on this point later,)

Case in point number two is potentially far graver than a nere
"philosophical" muddle over bringing one site aboard. It
involves an attempt by one of the Armed Services (0 neuwwork a
large number of large machines using the ARPANET as a model. The
implementation of the soitware (NCP, Telnet, and FIP}) was
subcontracted to a well-Known software house with no known



Page 2

ARPANET expertise. Tpne communications subnet and the hardware
interfacing 1o the Hosts was subconiracted (o a well=known
hardware manufacturer with no known ARPANET expertise. (As an
aside, but because it's so startling 1 can't foroear, the "systenm
architect" for the target network is. 8till another well=-known
hardware manufacturer (l), with, of course, no known ARPANET
expertise,) To make a long, continuing story short, it is
currently the cage that the "real" ARPANET system whose hardware
corresponds most closely to the machines peing nettied here (even
though it is benchmarked at a rather 1lower "mips" (million
intructions per second ) rate than the target net's machinces)
can transfer files at rates in excess of 28,000 bits per second
{following the rather cumpersome full ARPANET FTP) from a small
congiguration development machine to a lightly loaded (put still
running in excess of 20 users) service machine one Networx "hop"
aways, While the new system achieves rates wanich I am apparently
not permitted to quantify but are very considerably lower even
though only one process is being run on each machine == als80 one
"nop" away =~ and the protocol for file transfer is nowhere near
80 generali as in the ARPANET. Given a year or two, the situation
can presumably be rectified, but at present it is fair =- if
somewhat fanciful =« to say that if the Japanese were capable of
only a like level of technology transfer they'd still, be trying
Lo make up their balance of trade with those cute litule parasols
on matchstiicks.

Yet what hes gone amiss here in Horror Story 29 I submit that
the cholice of subcontractors was based upon a nmisapprehension of
the level of technological sophistigcation associated witn the
ARPANET, and +Ythat what was (i8?) needed is a subcontiract to a
knowledgable ARPANET source (and I don't mean to ‘the usual,
profit-~making place =~ ‘though I guess I trust them for. the
Subnet), rather than to "outsiders", (I don't even mean to .any
particular place on the Net; maybe whal's needed is to form a
meta~place out of the whole Net. More on this, too, later.) The
real point Lis that the mnodel was essentially ignored by the
putative nodel~followers, and ~=- demonstrably =-- it shouldn't
have beel,

Case three should go g long way toward dispelling any impressions
that might vbe building in the reader's mind that I'm some sort of
hardcore ARPANET chauvinist. For even "insmders" have blown
sSome. This is actually a dual case, for it involves two
unsuccessful attempts to furnish terminal suppori mini=Hosts for
the Net, In one case, the choice of machine was faulty; even
with additional core memory field retrofitted, buffers cannot pe
furnished to support reasonable data rates without imposing
considerable unnecessary Host overhead in the processing of too
frequent LKost~Host ALLocate commands., Nor is there enough roon
to furnish more than a rudimentary command language in the mini.
NoW these Were knowWledgable, reasonably well managed “"insiders"
‘== bul they were contractually not in a position %0 heed the
technical intuitions of several of themselves and the technical
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intuitions of many of their colleagues throughout the Network
Working Group that they'd been painted into a corner.

In the second sub-case, the hardware and contractual obligations
appear to have bteen right, but 4ill~considered choice of
implementation language and inadequate management have prevented
the project's full completion to this time (some two years after
ivs inception), Again, there was forewarning from the NWG, din
that we had tried to alert them guite early about the language
issue. {(On the management level, we could only sympathize == and
in some cases empathize -~ but it is at least a tenarle positicen
to take that the ARPANET as 2 whole happened despite, not because
of, Mé&négement.) (I guess I am @&n ace systenm progranmer
chauvinist.) ‘

The final case to be cited here involves another military effort.
This one I'm not even sure I'm supposed to know about, mucnless
talk about. BUY I can Say that it involves a subcontractor's
attempt Vo attach Several special purpose machines to a major
ARPANET server by means of an internally invented set of machines
and protocols. My information suggests that when asked why they
failed to follow the apparently obvipus course of using ARPANET
technology (facilities for wnich do, of course, already exist on
the target server), the subcontractors essentially replied that
they hadn't felt like it. They also haven't made thelr approach
WOork yet, and it's been something 1like a couple of years they've
been trying.

Then there's the fad to simulate RJE terminals «.. but 1o use
that as Horror Story 5 would be begging the question == for nowe.

SOME MORALS

Rather than search out any more dirty linen, let's pause and look
for the lessons to be learned. In the first palce, it borders on
the obvipous that for any technicel project the "rignt"
~ technicians mnust be found and empowered to perform it. Despite

the generation of over-sell on the ‘power of computers", thney
8till absolutely require intelligent, competent programming ==
which in turn requires inteiligent, competent progranmers. And,
at the risk of gilding ‘the ragweed, not all self-professed
programmers are intelligent and/or competente.

In the second, and more interesting, place, all unknowing the
ARPANET has atliracted or engendered an "in=group" of exiremely
pood system types -= who have learned through some sort of
natursl selection process to work well together despite the
immense handicap of +the heterogeneity of our various “"home"
systems' assumptions. ¥e not only have developed a common
tongue, hut some of ug even like each other., (It should be noted
that Appendix 1 was specified on a Wednesday afternoon and a



little bit of & Thursday morning. Jon and Jim and I had Dbeen
there before.) 1t seems quite clear to me that the organizations
for whom this report is intended should avail themselves of the
expertise which eXists in the NWG; We've gol & reasonable track
record, after all, especially in comparison to others who have
attempted networking. Many of us also feel quite strongly that
we didn't get a chance to finish the Job on the ARPANET, and
would 1like to pe given the chance to "do it rignt" == especially
in vieWw of the errors which have been committed in our name.
(This is particulsrly important because the old gang 15 beginning
to scatter. For myself, I eXpect this Will be ny 1last RFCe.
Well, at least I've tried to make the most of it.) The ARPANET is
no more a finished product than ANTS or ELF == but all of then
couid and should bee.

In the final place for now, a rather trite moral must be drawn:
Technical comnpetence is extrenely difficull Lc assess a priori.
(I'm inordinately fond of saying "Don't ask me what I'm going to
say, I  haven't said it yet" myself.) But "track records" ARE
important, and competence CAN be demonstrated =- t0 a suitable
jury of technical peers. Therefore, beware of plausible sounding
subcontractors who tell you "It's easy". In our field, and
particularliy in getting all those strange machines which were
developed by people who by and large didn't talk to each other to
"talk" to each other, it*s NOT easy. I'm wWilling YO claim that
it W111 be easIER letting some NWG types do it with tnhe H-FP
approach, but it might never be really easy == where "never"
means for the next 10 years or so, until "real" networking comes
off the shelf with the operating system (which itself scarcely
comes off the shelf today) == but don't get me sStarted on The
Manufacturers.

BEYOND THE PAIN PRINCIPLE

So it's not easy. It's also not impossible. Indeed, the tine
appears 1o bpe ripe right now to aveoid generating a whole new
generation of horror stories, by sensitizing decision makers to
technical realities and “doing things right" this time around.
Having Seized this occasion to say some things to thatl end Which
I _think are important, I must in good conscience stand ready to
defend the assertions I've made of error in sSome camnpg and of
correctness in what I might loosely call "our" camp. I do sO
stand, with a right good will. If any reader desires more
corroborative detail =-= or merely to see if I rant like this in
contexts other than RFCs (or even to have a g0 at my explanation
of the common intermediate representation principle), well, I'm
8t111 in the ARPANET Directory == even though the phone numper's
different (try 703-790-6375). The mailboX remains accurate (even
though there is no "ARPANET mail protocol"; it's marvellous how
stopgaps endure).



