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Abstract

This document specifies Protocol Independent Multicast - Sparse Mode (PIM-SM). PIM-
SM is a multicast routing protocol that can use the underlying unicast routing information
base or a separate multicast-capable routing information base. It builds unidirectional
shared trees rooted at a Rendezvous Point (RP) per group, and optionally creates shortest-
path trees per source.

This document obsoletes RFC 2362, an Experimental version of PIM-SM.
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1. Introduction

This document specifies a protocol for efficiently routing multicast groups that may span
wide-area (and inter-domain) internets. This protocol is called Protocol Independent
Multicast - Sparse Mode (PIM-SM) because, although it may use the underlying unicast
routing to provide reerse-path information for multicast tree building, it is not dependent
on ary particular unicast routing protocol.

PIM-SM version 2 was originally specified in RFC 2117 and was revised in RFC 2362, both
Experimental RFCs. This document is intended to obsolete RFC 2362, to correct a number
of deficiencies that va been identified with the way PIM-SM was previously specified,

and to bring PIM-SM onto the IETF Standardadk. Asfar as pssible, this document
specifies the same protocol as RFC 2362 and oméyggis from the behavior intended by

RFC 2362 when the previously specified behavior was clearly incorrect. Routers
implemented according to the specification in this document will be able to interoperate
successfully with routers implemented according to RFC 2362.

2. Terminology

In this document, thedy words "MUST", "MUST NOT", "REQUIRED", "SHALL",

"SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and
"OPTIONAL" are to be interpreted as described in RFC 2119 [1] and indicate requirement
levels for compliant PIM-SM implementations.

2.1. Definitions
The following terms hae gecial significance for PIM-SM:

Rendezvous Point (RP):
An RP is a router that has been configured to be used as the root of the non-source-
specific distribution tree for a multicast group. Join messages fronvelectr a
group are sent teards the RPand data from senders is sent to the RP so that
recevers can disceer who the senders are and start to neeéaffic destined for the
group.

Designated Router (DR):
A shared-media LAN lik Bhernet may hae multiple PIM-SM routers connected to
it. A single one of these routers, the DR, will act on behalf of directly connected
hosts with respect to the PIM-SM protocél.single DR is elected per interface
(LAN or otherwise) using a simple election process.

MRIB
Multicast Routing Information Base. This is the multicast topology table, which is
typically derived from the unicast routing table, or routing protocols such as
Multiprotocol BGP (MBGP) that carry multicast-specific topology information. In
PIM-SM, the MRIB is used to decide where to send Join/Prune messages. A
secondary function of the MRIB is to provide routing metrics for destination
addresses; these metrics are used when sending and processing Assert messages.

RPF Neighbor
RPF stands for "Rerse Path Forarding”. TheRPF Neighbor of a router with
respect to an address is the neighbor that the MRIB indicates should be used to
forward packets to that address. In the case of a PIM-SM multicast group, the RPF
neighbor is the router that a Join message for that group would be directed to, in the
absence of modifying Assert state.
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TIB Tree Information Base. This is the collection of state at a PIM router that has been
created by receiving PIM Join/Prune messages, PIM Assert messages, and Internet
Group Management Protocol (IGMP) or Multicast Listener Disgo(MLD)
information from local hosts. It essentially stores the state of all multicast
distribution trees at that router.

MFIB MulticastForwarding Information Base. The TIB holds all the state that is
necessary to forward multicast packets at a roleweve, dthough this
specification defines forwarding in terms of the TIB, to actually forward packets
using the TIB is very inditient. Insteada real router implementation will normally
build an efficient MFIB from the TIB state to perform fawding. Hav this is done
is implementation-specific and is not discussed in this document.

Upstream
Towards the root of the tree. The root of tree may be either the source or the RP,
depending on the context.

Downstream
Away from the root of the tree.

GenlD
Generation ldentifieused to detect reboots.

PMBR
PIM Multicast Border Routefoining a PIM domain with another multicast domain.

2.2. Pseudocode Notation
We wse set notation in geral places in this specification.
A & B is the union of tw sets, A and B.
A © B isthe elements of set A that are not in set B.
NULL  is the empty set or list.
In addition, we use C-likg/ntax:
= denotes assignment of a variable.
== denotes comparison for equality.
# denotes a comparison for inequality.
Braces { and } are used for grouping.

3. PIM-SM Protocol Overview

This section provides arverview of PIM-SM behavior It is intended as an introduction to
how PIM-SM works, and it idfNOT definitive. For the definitve Pecification, see Section
4.

PIM relies on an underlying topology-gathering protocol to populate a routing table with
routes. Thigouting table is called the Multicast Routing Information Base (MRIB). The
routes in this table may be taken directly from the unicast routing table yandyebe

different and provided by a separate routing protocol such as MBGP [1§#rdRess of

how it is created, the primary role of the MRIB in the PIM protocol is to provide the next-
hop router along a multicast-capable path to each destination subnet. The MRIB is used to
determine the next-hop neighbor to whicly &M Join/Prune message is sent. Data flows
along the reerse path of the Join messages. Thus, in contrast to the unicast RIB, which
specifies the next hop that a data packet woulg ttaketto some subnet, the MRIB\gs
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reverse-path information and indicates the path that a multicast data packet wodidrtake
its origin subnet to the router that has the MRIB.

Like dl multicast routing protocols that implement the service model from RFC 1112 [3],
PIM-SM must be able to route data packets from sources toa@ecwithout either the

sources or recegrs knowing a priori of the existence of the others. This is essentially done
in three phases, although as senders andsees@nay come and go atyatime, all three
phases may occur simultaneously.

3.1. Phase One: RP Tee

In phase one, a multicast rea&iexpresses its interest in receiving traffic destined for a
multicast group.Typically, it does this using IGMP [2] or MLD [4], but other mechanisms
might also sem this purpose. One of the reeer's local routers is elected as the

Designated Router (DR) for that subnet. On receiving theveteexpression of interest,

the DR then sends a PIM Join messag&itds the RP for that multicast group. This Join
message is known as a (*,G) Join because it joins group G for all sources to that group. The
(*,G) Join trarels hop-by-hop twards the RP for the group, and in each router it passes
through, multicast tree state for group G is instantiated. Eventtradly*,G) Join either
reaches the RP or reaches a router that already has (*,G) Join state for that group. When
mary recevers join the group, their Join messagesveoge on he RP and form a

distribution tree for group G that is rooted at the RRis is known as the RP Tree (RPT),

and is also known as the shared tree because it is shared by all sources sending to that
group. Joirmessages are resent periodically so long as theseeoeinains in the group.
When all recaiers on a leaf-network lea the group, the DR will send a PIM (*,G) Prune
message twards the RP for that multicast group. Haxee if the Prune message is not sent
for ary reason, the state wilventually time out.

A multicast data sender just starts sending data destined for a multicast group. The sender’s
local router (DR) takes those data packets, unicast-encapsulates them, and sends them
directly to the RPThe RP receies these encapsulated data packets, decapsulates them, and
forwards them onto the shared tree. The packets thewfthilo (*,G) multicast tree state in

the routers on the RP Tree, being replicated wieethe RP Tree branches, andaually

reaching all the recegrs for that multicast group. The process of encapsulating data

packets to the RP is called registering, and the encapsulation packets are known as PIM
Register packets.

At the end of phase one, multicast traffic is flowing encapsulated to ffaadrfRen
natively over the RP tree to the multicast recs.

3.2. Phase To: Register-Stop
Register-encapsulation of data packets is inefficient foreéasons:

» Encapsulation and decapsulation may be radigtiexpensie qoerations for a router to
perform, depending on whether or not the router has appropriate hardware for these tasks.

« Traveling all the way to the RRnd then back down the shared tree may result in the
packets treeling a relatvely long distance to reach reweis that are close to the sender.
For some applications, this increased latgenc bandwidth consumption is undesirable.

Although Register-encapsulation may continue indefinifelythese reasons, the RP will
normally choose to switch to nati forwarding. © do this, when the RP recess a egster-
encapsulated data packet from source S on group G, it will normally initiate an (S,G)
source-specific Joinwards S. This Join messagevieis hop-by-hop twvards S,

instantiating (S,G) multicast tree state in the routers along the path. (S,G) multicast tree
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state is used only to forward packets for group G if those packets come from source S.
Eventually the Join message reachesafinet or a router that already has (S,G) multicast
tree state, and then packets from S start to fitdowing the (S,G) tree statevtards the

RP. These data packets may also reach routers with (*,G) state along thenzadls the

RP; if they do, they can shortcut onto the RP tree at this point.

While the RP is in the process of joining the source-specific tree for S, the data packets will
continue being encapsulated to the R¥hen packets from S also start toarmatively at

the RRPthe RP will be receiving tavcopies of each of these patk. Atthis point, the RP

starts to discard the encapsulatedycofthese packets, and it sends a Register-Stop
message back tosSDR to pevent the DR from unnecessarily encapsulating the packets.

At the end of phase 2, traffic will be flowing naty from S along a source-specific tree to
the RRand from there along the shared tree to the verei Wherehe two trees intersect,
traffic may transfer from the source-specific tree to the RP tree and/tisaking a long
detour via the RP.

Note that a sender may start sending before or after as@ep@ns the group, and thus
phase tw may happen before the shared tree to the vecisi built.

3.3. Phase Three: Shortest-Path riee

Although having the RP join backwards the source remes the encapsulatiorverhead,

it does not completely optimize the forwarding pathet mary recevers, the route via the

RP may inolve a $gnificant detour when compared with the shortest path from the source
to the receier.

To obtain lower latencies or more efficient bandwidth utilization, a router on the@esei

LAN, typically the DR, may optionally initiate a transfer from the shared tree to a source-
specific shortest-path tree (SPTp do this, it issues an (S,G) Jointards S. This

instantiates state in the routers along the path to S. Eventh@ljoin either reaches S's
subnet or reaches a router that already has (S,G) state. When this happens, data packets
from S start to flav following the (S,G) state until thgeach the receér.

At this point, the receer (or a router upstream of the rea) will be receiving tvo copies

of the data: one from the SPT and one from the.RNfen the first traffic starts to are

from the SPTthe DR or upstream router starts to drop the packets for G from S that arri

via the RP tree. In addition, it sends an (S,G) Prune messagrelsche RP This is

known as an (S,G,rpt) Prune. The Prune messaggsttzop-by-hop, instantiating state

along the path teards the RP indicating that traffic from S for G shouldTNg& forwarded

in this direction. The prune is propagated until it reaches the RP or a router that still needs
the traffic from S for other recess.

By now, the recerer will be receiving traffic from S along the shortest-path tree between the
recever and S. In addition, the RP is receiving the traffic from S, but this traffic is no longer
reaching the receér dong the RP tree. As far as the reeeis concerned, this is the final
distribution tree.

3.4. Source-Specific Joins

IGMPv3 permits a receér to join a group and specify that it only wants to reediaffic

for a group if that traffic comes from a particular source. If avecdoes this, and no

other receier on the LAN requires all the traffic for the group, then the DR may omit
performing a (*,G) join to set up the shared tree, and instead issue a source-specific (S,G)
join only.
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The range of multicast addresses from 232.0.0.0 to 232.255.255.255 is currently set aside
for source-specific multicast in IPv4or groups in this range, resers should only issue
source-specific IGMPv3 joins. If a PIM router raesia ron-source-specific join for a

group in this range, it should ignore it, as described in Section 4.8.

3.5. Source-Specific Prunes

IGMPv3 also permits a res&r to join a group and to specify that it only wants to rezei
traffic for a group if that traffidoes notome from a specific source or sources. In this
case, the DR will perform a (*,G) join as normal, but may combine this with an (S,G,rpt)
prune for each of the sources the regrailoes not wish to reces.

3.6. Multi-Access Transit LANS

The oserview so far has concerned itself with point-to-point transit links. Haweusing
multi-access LANs such as Ethernet for transit is not uncommon. This can cause
complications for three reasons:

« Two or more routers on the LAN may issue (*,G) Joins to different upstream routers on
the LAN because tlyehaveinconsistent MRIB entries garding hav to reach the RP.
Both paths on the RP tree will be set up, causimmgcpies of all the shared tree traffic
to appear on the LAN.

» Two o more routers on the LAN may issue (S,G) Joins to different upstream routers on
the LAN because tlyehaveinconsistent MRIB entries gerding hav to reach source S.
Both paths on the source-specific tree will be set up, causingppies of all the traffic
from S to appear on the LAN.

* A router on the LAN may issue a (*,G) Join to one upstream router on the LAN, and
another router on the LAN may issue an (S,G) Join to a different upstream router on the
same LAN. Traffic from S may reach the LANver both the RPT and the SPTi the
recever behind the downstream (*,G) router dogsasue an (S,G,rpt) prune, then this
condition would persist.

All of these problems are caused by there being more than one upstream router with join
state for the group or source-group p&hM does not preent such duplicate joins from
occurring; instead, when duplicate data packets appear on the LAN from different routers,
these routers notice this and then elect a single forwarfths election is performed using

PIM Assert messages, which resotie problem indvar of the upstream router that has

(S,G) state; qiif neither or both router has (S,G) state, then the problem is resohaadhin f

of the router with the best metric to the RP for RP trees, or the best metric to the source to
source-specific trees.

These Assert messages are also veddiy the downstream routers on the LAN, and these
cause subsequent Join messages to be sent to the upstream router that won the Assert.

3.7. RP Discovery

PIM-SM routers need to kmothe address of the RP for each group for whick Haee
(*,G) state. This address is obtained automatically (e.g., embedded-RP), through a
bootstrap mechanism, or through static configuration.

One dynamic way to do this is to use the Bootstrap Router (BSR) mechanism [11]. One
router in each PIM domain is elected the Bootstrap Router through a simple election
process. Althe routers in the domain that are configured to be candidates to be RPs
periodically unicast their candidato the BSR. From the candidates, the BSR picks an RP-
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set, and periodically announces this set in a Bootstrap message. Bootstrap messages are
flooded hop-by-hop throughout the domain until all routers in the domaim tkreoRP-Set.

To map a group to an RR router hashes the group address into the RP-set using an order-
preserving hash function (one that minimizes changes if the RP-Set changes). The resulting
RP is the one that it uses as the RP for that group.

4. Protocol Specification

The specification of PIM-SM is broken intovesal parts:

e Section 4.1 details the protocol state stored.

e Section 4.2 specifies the data packet forwarding rules.

» Section 4.3 specifies Designated Router (DR) election and the rules for sending and
processing Hello messages.

» Section 4.4 specifies the PIM Register generation and processing rules.

» Section 4.5 specifies the PIM Join/Prune generation and processing rules.

» Section 4.6 specifies the PIM Assert generation and processing rules.

e Section 4.7 specifies the RP disery mechanisms.

» The subset of PIM required to support Source-Specific Multicast, PIM-SSM, is described
in Section 4.8.

* PIM packet formats are specified in Section 4.9.

* A summary of PIM-SM timers and their default values v&gin Section 4.10.

» Appendix A in Section 10 specifies the PIM Multicast Border Router behavior.

4.1. PIM Protocol State

This section specifies all the protocol state that a PIM implementation should maintain in
order to function correctlyWe term this state th&ree Information Bas€TIB), as it holds

the state of all the multicast distribution trees at this rodtethis specification, we define
PIM mechanisms in terms of the TIB. Howee only a very simple implementation would
actually implement packet forwarding operations in terms of this state. Most
implementations will use this state to build a multicast forwarding table, which would then
be updated when the resmt state in the TIB changes.

Although we specify precisely the state to be kept, this does not mean that an
implementation of PIM-SM needs to hold the state in this form. This is actually an abstract
state definition, which is needed in order to specify the reutehiavior A PIM-SM
implementation is free to hold whate internal state it requires and will still be conformant
with this specification so long as it results in the same externally visible protocol behavior
as an abstract router that holds the following state.

We dvide TIB state into four sections:
** RP) state
State that maintains per-RP trees, for all groups served lgraRf.
(*,G) state
State that maintains the RP tree for G.
(S,G) state
State that maintains a source-specific tree for source S and group G.

(S,G,rpt) state
State that maintains source-specific information about source S on the RP tree for G.
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For example, if a source is being reead on the source-specific tree, it will normally
have keen pruned éthe RP tree. This prune state is (S,G,rpt) state.

The state that should be kept is describedvbeldf course, implementations will only
maintain state when it is retant to forwarding operations; for example, the "Nolnfo" state
might be assumed from the lack of other state information rather than being held explicitly.

4.1.1. GeneraPurpose State
A router holds the following non-group-specific state:
For each interface:
» Effective Override Interval
« Effectve Ropagation Delay
* Suppression state: One of {"Enable", "Disable"}
Neighbor State:
For each neighbor:
 Information from neighbos'Hello
* Neighbors GenliD.
* Neighbor Lveness Timer (NLT)
Designated Router (DR) State:
» Designated Routes’IP Address
* DR’s DR Riority

The Effectire Override Interval, the Effectie Rropagation Delay and the Interface
suppression state are described in Section 4.3.3. Designated Router state is described in

Section 4.3.

4.1.2. (*,*,RP)State
For every RR a router keeps the following state:

(*,*,RP) state:
For each interface:

PIM (*,*,RP) Join/Prune State:
o State: One of {"NoInfo" (NI), "Join" (J), "Prune-Pending" (PP)}
* Prune-Pending Timer (PPT)
+ Join/Prune Expiry Timer (ET)

Not interface specific:

Upstream (*,*,RP) Join/Prune State:
» State: One of {"NotJoined(*,*,RP)", "Joined(*,*,RP)"}

* Upstream Join/Prune Timer (JT)

» Last RPF Neighbor werds RP that was used

PIM (*,*,RP) Join/Prune state is the result of receiving PIM (*,*,RP) Join/Prune messages
on this interface and is specified in Section 4.5.1.

The upstream (*,*,RP) Join/Prune State reflects the state of the upstream (*,*,RP) state
machine described in Section 4.5.5.
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The upstream (*,*,RP) Join/Prune Timer is used to send out periodic Join(*,*,RP)
messages, and to@ride Prune(*,*,RP) messages from peers on an upstream LAN
interface.

The last RPF neighborwards the RP is stored because if the MRIB changes, then the RPF
neighbor tavards the RP may change. If it does so, then we need to trigger a new
Join(*,*,RP) to the n& upstream neighbor and a Prune(*,*,RP) to the old upstream
neighbor Similarly, if a router detects through a changed GenID in a Hello message that
the upstream neighbontards the RP has rebooted, then it should re-instantiate state by
sending a Join(*,*,RP). These mechanisms are specified in Section 4.5.5.

4.1.3. (*,G)State

For every group G, a router keeps the following state:

(*,G) state:
For each interface:

Local Membership:
State: One of {"Nolnfo", "Include"}

PIM (*,G) Join/Prune State:
» State: One of {"NoInfo" (NI), "Join" (J), "Prune-Pending" (PP)}
* Prune-Pending Timer (PPT)
+ Join/Prune Expiry Timer (ET)
(*,G) Assert Winner State
» State: One of {"Nolnfo" (NI), "I lost Assert" (L), "l won Assert"
(W)}
» Assert Timer (AT)
» Assert winnes IP Address (AssertWinner)
» Assert winnes Assert Metric (AssertWinnerMetric)
Not interface specific:
Upstream (*,G) Join/Prune State:
» State: One of {"NotJoined(*,G)", "Joined(*,G)"}
* Upstream Join/Prune Timer (JT)
* Last RP Used
* Last RPF Neighbor werds RP that was used

Local membership is the result of the local membership mechanism (such as IGMP or
MLD) running on that intedce. Itheed not be kept if this router is not the DR on that
interface unless this router won a (*,G) assert on this interface for this group, although
implementations may optionally keep this state in cagelibeome the DR or assert
winner. We recommend storing this information if possible, as it reduces latency
converging to stable operating conditions after a failure causing a change of DR. This
information is used by thei m i ncl ude(*, G macro described in Section 4.1.6.

PIM (*,G) Join/Prune state is the result of receiving PIM (*,G) Join/Prune messages on this
interface and is specified in Section 4.5.2. The state is used by the macros that calculate the
outgoing interface list in Section 4.1.6, and indleé nDesi r ed(*, G macro (defined in
Section 4.5.6) that is used in deciding whether a Join(*,G) should be sent upstream.
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(*,G) Assert Winner state is the result of sending or receiving (*,G) Assert messages on this
interface. ltis specified in Section 4.6.2.

The upstream (*,G) Join/Prune State reflects the state of the upstream (*,G) state machine
described in Section 4.5.6.

The upstream (*,G) Join/Prune Timer is used to send out periodic Join(*,G) messages, and
to override Prune(*,G) messages from peers on an upstream LAN interface.

The last RP used must be stored because if the RP-Set changes (Section 4.7), then state
must be torn down and rebuilt for groups whose RP changes.

The last RPF neighborwards the RP is stored because if the MRIB changes, then the RPF
neighbor tavards the RP may change. If it does so, then we need to trigger oim¢*,G)

to the nav upstream neighbor and a Prune(*,G) to the old upstream neigS8inaitarly, if a
router detects through a changed GenlID in a Hello message that the upstream neighbor
towards the RP has rebooted, then it should re-instantiate state by sending a Join(*,G).
These mechanisms are specified in Section 4.5.6.

4.1.4. (S,G)State
For every source/group pair (S,G), a router keeps the following state:
(S,G) state:
For each interface:

Local Membership:
State: One of {"Nolnfo", "Include"}

PIM (S,G) Join/Prune State:
» State: One of {"Nolnfo" (NI), "Join" (J), "Prune-Pending" (PP)}
* Prune-Pending Timer (PPT)
 Join/Prune Expiry Timer (ET)
(S,G) Assert Winner State
» State: One of {"Nolnfo" (NI), "I lost Assert" (L), "l won Assert"
(W)}
» Assert Timer (AT)
» Assert winnes IP Address (AssertWinner)
» Assert winnes Assert Metric (AssertWinnerMetric)
Not interface specific:
Upstream (S,G) Join/Prune State:
» State: One of {"NotJoined(S,G)", "Joined(S,G)"}
e Upstream (S,G) Join/Prune Timer (JT)
« Last RPF Neighbor teards S that was used
e SPThit (indicates (S,G) state is ag))
¢ (5,G) Keepalie Timer (KAT)

Additional (S,G) state at the DR:

* Regster state: One of {"Join" (J), "Prune" (P), "Join-Pending"
(JP), "Nolnfo" (NI)}

* Regster-Stop timer
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Additional (S,G) state at the RP:

* PMBR: the first PMBR to send a Register for this source with the
Border bit set.

Local membership is the result of the local source-specific membership mechanism (such as
IGMP version 3) running on that interface and specifying that this particular source should
be included. As stored here, this state is the resulting state aftes sifPv3

inconsistencies v keen resolgd. Itneed not be kept if this router is not the DR on that
interface unless this router won a (S,G) assert on this interface for this groupverovee
recommend storing this information if possible, as it reduces latemgerging to stable

operating conditions after a failure causing a change of DR. This information is used by the
pi mincl ude(S, G macro described in Section 4.1.6.

PIM (S,G) Join/Prune state is the result of receiving PIM (S,G) Join/Prune messages on this
interface and is specified in Section 4.5.2. The state is used by the macros that calculate the
outgoing interface list in Section 4.1.6, and indleé nDesi r ed( S, G macro (defined in
Section 4.5.7) that is used in deciding whether a Join(S,G) should be sent upstream.

(S,G) Assert Winner state is the result of sending or receiving (S,G) Assert messages on this
interface. ltis specified in Section 4.6.1.

The upstream (S,G) Join/Prune State reflects the state of the upstream (S,G) state machine
described in Section 4.5.7.

The upstream (S,G) Join/Prune Timer is used to send out periodic Join(S,G) messages, and
to override Prune(S,G) messages from peers on an upstream LAN interface.

The last RPF neighborwards S is stored because if the MRIB changes, then the RPF
neighbor tavards S may change. If it does so, then we need to triggev dome(S,G) to

the nev upstream neighbor and a Prune(S,G) to the old upstream neidhitmilarly, if the
router detects through a changed GenlID in a Hello message that the upstream neighbor
towards S has rebooted, then it should re-instantiate state by sending a Join(S,G). These
mechanisms are specified in Section 4.5.7.

The SPThit is used to indicate whether forwarding is taking place on the (S,G) Shortest Path
Tree (SPT) or on the (*,G) tred\ router can hee (S,G) state and still be forwarding on

(*,G) state during the interval when the source-specific tree is being constructed. When
SPThbit is FALSE, only (*,G) forwarding state is used to forward packets from S to G.

When SPThit is TRUE, both (*,G) and (S,G) forwarding state are used.

The (S,G) Keepale Timer is updated by data being forwarded using this (S,G) forwarding
state. Itis used to keep (S,G) statevalin the absence of explicit (S,G) Joins. Amongst
other things, this is necessary for the so-called "turnaround rules” — when the RP uses
(S,G) joins to stop encapsulation, and then (S,G) prunesvenpteaffic from

unnecessarily reaching the RP.

On a DR, the (S,G) Register State is used to keep track of whether to encapsulate data to the
RP on the Register Tunnel; the (S,G) Register-Stop timer travkiohg before
encapsulation begins again for aegi (S,G).

On an RPthe PMBR value must be cleared when the Keepdimer expires.

4.1.5. (S,G,pt) State

For every source/group pair (S,G) for which a router also has (*,G) state, it also keeps the
following state:

(S,G,rpt) state:
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For each interface:

Local Membership:
State: One of {"Nolnfo", "Exclude"}

PIM (S,G,rpt) Join/Prune State:
» State: One of {"Nolnfo", "Pruned”, "Prune-Pending"}
* Prune-Pending Timer (PPT)
+ Join/Prune Expiry Timer (ET)
Not interface specific:
Upstream (S,G,rpt) Join/Prune State:

» State: One of {"RPTNotJoined(G)", "NotPruned(S,G,rpt)",
"Pruned(S,G,rpt)"}

* Override Timer (OT)

Local membership is the result of the local source-specific membership mechanism (such as
IGMPv3) running on that interface and specifying that although there is (*,G) Include state,
this particular source should beckuded. Asstored here, this state is the resulting state

after aty IGMPv3 inconsistencies between LAN membengehaen resoled. Itneed not

be kept if this router is not the DR on that interface unless this router won a (*,G) assert on
this interface for this group. Hower, we recommend storing this information if possible,

as it reduces lategconverging to stable operating conditions after a failure causing a

change of DR. This information is used by fian excl ude( S, G macro described in
Section 4.1.6.

PIM (S,G,rpt) Join/Prune state is the result of receiving PIM (S,G,rpt) Join/Prune messages
on this interface and is specified in Section 4.5.4. The state is used by the macros that
calculate the outgoing interface list in Section 4.1.6, and in the rules for adding
Prune(S,G,rpt) messages to Join(*,G) messages specified in Section 4.5.8.

The upstream (S,G,rpt) Join/Prune state is used along with the Override Timer to send the
correct erride messages in response to Join/Prune messages sent by upstream peers on a
LAN. This state and behavior are specified in Section 4.5.9.

4.1.6. StatesSummarization Macros

Using this state, we define the following "macro” definitions, which we will use in the
descriptions of the state machines and pseudocode in the following sections.

The most important macros are those that define the outgoing interface list (or "olist") for
the rel@ant state. An olist can be "immediate" if it is built directly from the state of the
relevant type. For example, the immediate_olist(S,G) is the olist that would be built if the
router only had (S,G) state and no (*,G) or (S,G,rpt) state. In contrast, the "inherited" olist
inherits state from other type&or example, the inherited_olist(S,G) is the olist that is
relevant for forwarding a packet from S to G using both source-specific and group-specific
state.

There is no immediate_olist(S,G,rpt) as (S,G,rpt) stategdine gate; it remoes

interfaces in the (*,G) olist from the olist that is actually used to forwariictrafhe
inherited_olist(S,G,rpt) is therefore the olist that would be used for a packet from S to G
forwarding on the RP tree. Itis a strict subset of (immediate_olist(*,"sRP)
immediate_olist(*,G)).

Generally speaking, the inherited olists are used for forwarding, and the immediate_olists
are used to makdecisions about state maintenance.
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i mediate_olist(*,*, RP) =
joins(*,* RP)

imediate olist(*, G =
joins(*, G & piminclude(*, G o lost_assert(*, QG

imediate _olist(S, QG =
joins(S,G & piminclude(S,G o |ost_assert(S, QG

inherited olist(S, Grpt) =
(joins(*,*, RP(Q) & joins(*, G o prunes(S,Grpt) )
& ( piminclude(*, G o pimexclude(S, Q)
© ( lost_assert(*, G o |lost_assert(S,Grpt) )

inherited olist(S, G =

inherited olist(S, Grpt) &

joins(S, G & piminclude(S,G o |ost_assert(S, G
The macros pim_include(*,G) and pim_include(S,G) indicate the interfaces to which traffic
might be forwarded because of hosts that are local members on thacmtedotehat
normally only the DR cares about local membership, but when an assert happens, the assert
winner takes wer responsibility for forwarding traffic to local members thatéheequested
traffic on a group or source/group pair.

piminclude(*, G =

{ all interfaces |I such that:
( ( l_amDR( I ) AND |l ost_assert(*,G 1) == FALSE )
OR AssertWnner(*,GIl) == nme )

AND | ocal receiver_include(*,Gl) }

piminclude(S G =
{ all interfaces | such that:
( (I_amDR( I ) AND lost_assert(S,Gl) == FALSE )
OR AssertWnner(S,G1l) == nme )
AND | ocal receiver_include(S, Gl) }

pi m exclude(S, G =
{ all interfaces | such that:
( (I_amDR( I ) AND lost_assert(*,G 1) == FALSE )
OR AssertWnner(*,G 1) == nme )
AND | ocal receiver_exclude(S,Gl) }
The clause "local_reoar_include(S,G,1)" is true if the IGMP/MLD module or other local
membership mechanism has determined that local members on interface | desirgdo recei
traffic sent specifically by S to G. "local_res®i include(*,G,I)" is true if the IGMP/MLD
module or other local membership mechanism has determined that local members on
interface | desire to recad dl traffic sent to G (possibly excluding traffic from a specific set
of sources). "local_recedr exclude(S,G,l) is true if "local_reeer_include(*,G,)" is true
but none of the local members desire to reediaffic from S.
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The set "joins(*,*,RP)" is the set of all interfaces on which the router haved¢&i,RP)
Joins:
joins(*,* RP) =
{ all interfaces | such that
DownstreamJPState(*,*, RP,1) is either Join or
Prune- Pendi ng }

DownstreamJPState(*,*,RP,|) is the state of the finite state machine in Section 4.5.1.
The set "joins(*,G)" is the set of all interfaces on which the router havedd&iG) Joins:

joins(*, G =
{ all interfaces | such that
DownstreamJPState(*,G 1) is either Join or Prune-
Pendi ng }

DownstreamJPState(*,G,1) is the state of the finite state machine in Section 4.5.2.
The set "joins(S,G)" is the set of all interfaces on which the router haga®(®iG) Joins:

joins(S, G =
{ all interfaces | such that
DownstreamJPState(S,G 1) is either Join or Prune-
Pendi ng }

DownstreamJPState(S,G,) is the state of the finite state machine in Section 4.5.3.

The set "prunes(S,G,rpt)" is the set of all interfaces on which the router hasd€t&)
joins and (S,G,rpt) prunes.
prunes(S, Grpt) =
{ all interfaces |I such that
DownstreamdPState(S, G rpt,l) is Prune or PruneTnp }

DownstreamJPState(S,G,rpt,l) is the state of the finite state machine in Section 4.5.4.

The set "lost_assert(*,G)" is the set of all interfaces on which the router hasddt&s)
joins but has lost a (*,G) assert. The macro lost_assert(*,G,l) is defined in Section 4.6.5.
| ost _assert(*, G =

{ all interfaces |I such that

| ost _assert(*,G 1) == TRUE }

The set "lost_assert(S,G,rpt)" is the set of all interfaces on which the router heedrecei
(*,G) joins but has lost an (S,G) assert. The macro lost_assert(S,G,rpt,l) is defined in
Section 4.6.5.

| ost _assert (S, Grpt) =
{ all interfaces |I such that
| ost _assert(S, Grpt,l) == TRUE }
The set "lost_assert(S,G)" is the set of all interfaces on which the router haedré8£5)
joins but has lost an (S,G) assert. The macro lost_assert(S,G,l) is defined in Section 4.6.5.
| ost _assert (S, G =
{ all interfaces | such that
| ost _assert(S,GIl) == TRUE }

The following pseudocode macro definitions are also used ig phkaces in the
specification. BasicallyRPF’ is the RPF neighborw@rds an RP or source unless a PIM-
Assert has eerridden the normal choice of neighbor.
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nei ghbor RPF (*, G {
if (1 _AmAssert _Loser(*, G RPF_interface(RP(QG)) ) {
return AssertWnner(*, G RPF_interface(RP(Q) )
} else {
return NBR( RPF_interface(RP(GQ), MIB.next _hop( RP(GQ ) )
}

}

nei ghbor RPF (S, Grpt) {
if( | _AmAssert Loser(S, G RPF_interface(RP(Q) ) ) {
return AssertWnner(S, G RPF_interface(RP(Q) )
} else {
return RPF (*, G
}

}

nei ghbor RPF' (S, G {
if (1 _AmAssert Loser(S, G RPF_interface(S) )) {
return AssertWnner(S, G RPF_interface(S) )
} else {
return NBR( RPF_interface(S), MRIB.next_hop( S) )
}

}

RPF'(*,G) and RPF'(S,G) indicate the neighbor from which data packets should be coming
and to which joins should be sent on the RP tree andr&8lectrely.

RPF'(S,G,rpt) is basically RPF’(*,G) modified by the result of an Assert(S,G) on
RPF_interace(RP(G)). Irsuch a case, packets from S will be originating from a different
router than RPF'(*,G). If we only va active (*,G) Join state, we need to accept packets
from RPF'(S,G,rpt) and add a Prune(S,G,rpt) to the periodic Join(*,G) messages that we
send to RPF'(*,G) (see Section 4.5.8).

The functionVRI B. next _hop( S ) returns an address of the next-hop PIM neighbor
toward the host S, as indicated by the current MRIB. If S is directly adjacent, then

MRI B. next _hop( S ) returns NULL. At the RP for GyRI B. next _hop( RP( Q)
returns NULL.

The functionNBR( 1, A ) uses information gathered through PIM Hello messages to

map the IP address A of a directly connected PIM neighbor router on interface | to the
primary IP address of the same router (Section 4.3.4). The primary IP address of a neighbor
is the address that it uses as the source of its PIM Hello messages. Note that a aéighbor’
address may be non-unique within the PIM neighbor database due to scope issues. The
address must, hower, be unique amongst the addresses of all the PIM neighbors on a
specific interface.

I_Am_Assert_Loser(S, G, I) is true if the Assert state machine (in Section 4.6.1) for (S,G)
on Interface | is in "l am Assert Loser" state.

I_Am_Assert_Loser(*, G, I) is true if the Assert state machine (in Section 4.6.2) for (*,G)
on Interface | is in "l am Assert Loser" state.
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4.2. Data Packet Forwarding Rules
The PIM-SM packet forwarding rules are defined Welopseudocode.

i i f isthe incoming interface of the packet.

Sis the source address of the packet.

Gis the destination address of the packet (group address).

RP is the address of the Rendezvous Point for this group.

RPF_i nterface(S) is the interface the MRIB indicates would be used to route
packets to S.

RPF_i nt er f ace( RP) is the interface the MRIB indicates would be used to route
packets to RRexcept at the RP when it is the decapsulation interface (the "virtual"
interface on which register packets are nesbi

First, we restart (or start) the KeepaliTimer if the source is on a directly connected
subnet.

Second, we check to see if the SPThit should be set becawsenae’svitched from the
RP tree to the SPT.

Next, we check to see whether the packet should be accepted based on TIB state and the
interface that the packet ared on.

If the packet should be forwarded using (S,G) state, we then build an outgoing interface list
for the packt. If this list is not emptythen we restart the (S,G) state Keegaliimer.

If the packet should be forwarded using (*,*,RP) or (*,G) state, then we just build an
outgoing interface list for the pagk We dso check if we should initiate a switch to start
receiving this source on a shortest path tree.

Finally we remee the incoming interface from the outgoing interface listwweateated,
and if the resulting outgoing interface list is not empty forward the packet out of those
interfaces.
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On receipt of data from S to G on interface iif:
if( DirectlyConnected(S) == TRUE AND iif == RPF_interface(S) ) {
set KeepaliveTinmer(S, G to Keepalive Period
# Note: a register state transition or UpstreamJPState(S,G)
# transition may happen as a result of restarting
# KeepalveTimer, and must be dealt with here.

}

if( iif == RPF_interface(S) AND UpstreamJPState(S, G == Joi hed AND
inherited olist(S, G # NULL ) {
set KeepaliveTinmer(S,G to Keepalive Period

}

Update_SPThit (S, Giif)
oi flist = NULL

if( iif == RPF_interface(S) AND SPThit(S, G == TRUE ) {
oiflist = inherited_olist(S, G
} elseif( iif == RPF_interface(RP(G) AND SPThit(S, G == FALSE) {
oiflist = inherited olist(S, Grpt)
CheckSwi t chToSpt (S, G
} else {
# Note: RPF check failed
# Atransition in an Assert FSM may cause an Assert(S,G)
# or Assert(*,G) message to be sent out interface iif.
# See section 4.6 for details.
if ( SPThit(S,G == TRUE AND iif is in inherited_olist(S, G ) {
send Assert(S,G oniif
} else if ( SPThit(S,G == FALSE AND
iif is in inherited_olist(S Grpt) {
send Assert(*,G on iif

}
}
oiflist = oiflist eiif
forward packet on all interfaces in oiflist

This pseudocode employsvesal "macro” definitions:

Di rect| yConnect ed(S) is TRUE if the source S is onysubnet that is directly
connected to this router (or for packets originating on this router).

inherited olist(S, G andi nherited olist(S, Grpt) are definedin
Section 4.1.

Basically,i nherited_ol i st (S, G isthe outgoing interface list for packets forwarded
on (S,G) state, taking into account (*,*,RP) state, (*,G) state, asserts, etc.

i nherited_olist(S, G rpt) isthe outgoing interface list for packets forwarded on
** RP) or (*,G) state, taking into account (S,G,rpt) prune state, asserts, etc.

Update_SPThit(S,G,iif) is defined in Section 4.2.2.
CheckSwitchToSpt(S,G) is defined in Section 4.2.1.
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UpstreamJPState(S,G) is the state of the finite state machine in Section 4.5.7.
Keepalve_Period is defined in Section 4.10.

Data-triggered PIM-Assert messages sent from theealoowarding code should be rate-
limited in a implementation-dependent manner.

4.2.1. Last-HopSwitchover to the SPT

In Sparse-Mode PIM, last-hop routers join the shared tregds the RP Once traffic from
sources to joined groups aa$ at a Ast-hop routerit has the option of switching to regei
the traffic on a shortest path tree (SPT).

The decision for a router to switch to the SPT is controlled as follows:

voi d
CheckSwi t chToSpt (S, G {
if ( ( piminclude(*, G o pimexclude(S, G
& piminclude(S, G # NULL )
AND SwitchToSptDesired(S, G ) {
# Note: Restarting the KRAwill result in the SPT switch
set KeepaliveTinmer(S, G to Keepalive Period

}
}

SwitchToSptDesired(S,G) is a pglitunction that is implementation defined. An "infinite
threshold" polig can be implemented by making SwitchToSptDesired(S,G) return false all
the time. A "switch on first packet" policcan be implemented by making
SwitchToSptDesired(S,G) return true once a single packet has beemrddoethe source

and group.

4.2.2. Settingand Clearing the (S,G) SPThit

The (S,G) SPThit is used to distinguish whether to forward on (*,*,RP)/(*,G) or on (S,G)
state. Wherswitching from the RP tree to the source tree, there is a transition period when
data is arriving due to upstream (*,*,RP)/(*,G) state while upstream (S,G) state is being
established, during which time a router should continue to forward only on (*,*,RP)/(*,G)
state. Thigrevents temporary black-holes that would be caused by sending a
Prune(S,G,rpt) before the upstream (S,G) state has finished being established.

Thus, when a packet ares, the (S,G) SPThbit is updated as follows:

voi d
Update_SPThit (S, Giif) {
if (iif == RPF_interface(S)
AND Joi nDesired(S, G == TRUE
AND ( DirectlyConnected(S) == TRUE
OR RPF _interface(S) # RPF_interface(RP(GQ)
OR inherited olist(S, Grpt) == NULL
OR( ( RPRF (S, == RPF (*,G ) AND
( RPF' (S, G # NULL ) )
OR ( I _Am Assert_Loser (S, Giif) ) {
Set SPThit(S, G to TRUE
}
}

Additionally, a router can set SPThit(S,G) to TRUE in other cases, such as whenviésecei
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an Assert(S,G) on RPF_interface(S) (see Section 4.6.1).

Joi nDesi red( S, G is defined in Section 4.5.7 and indicates whether we ha
appropriate (S,G) Join state to wish to send a Join(S,G) upstream.

Basically Update_SPThit will set the SPThit if weveathe appropriate (S,G) join state, and
if the packet arvied on the correct upstream interface for S, and if one or more of the
following conditions applies:

1. Thesource is directly connected, in which case the switch to the SPT is a no-op.

2. TheRPF interface to S is different from the RPF interface to theTRE packet
arrived on RPF_interface(S), and so the SPT musehaen completed.

3. Noonewants the packet on the RP tree.

4. RPF'(S,GF=RPF'(*,G). In this case, the router willves be dle to tell if the SPT
has been completed, so it should just switch immediately.

In the case where the RPF interface is the same for the RP and for S, but RPF'(S,G) and
RPF'(*,G) differ, we wait for an Assert(S,G), which indicates that the upstream router with
(S,G) state beliess the SPT has been completed. Hoergitem (3) abwe is needed

because there may not beydiG) state to trigger an Assert(S,G) to happen.

The SPThit is cleared in the (S,G) upstream state machine (see Section 4.5.7) when
JoinDesired(S,G) becomes FALSE.

4.3. Designated Routers (DR) and Hello Messages

A shared-media LAN lik Bhernet may hae multiple PIM-SM routers connected to it. A
single one of these routers, the DR, will act on behalf of directly connected hosts with
respect to the PIM-SM protocol. Because the distinction between LANs and point-to-point
interfaces can sometimes be blurred, and because routers mayvalsahigast host
functionality, the PIM-SM specification makes no distinction between tloe hus,DR

election will happen on all interfaces, LAN or otherwise.

DR election is performed using Hello messages. Hello messages are also the way that
option negotiation takes place in PIM, so that additional functionality can be enabled, or
parameters tuned.

4.3.1. SendingHello Messages

PIM Hello messages are sent periodically on each PIM-enabledateerThg allow a

router to learn about the neighboring PIM routers on eachacterfHellomessages are

also the mechanism used to elect a Designated Router (DR), and to negotiate additional
capabilities. Arouter must record the Hello information reei from each PIM neighbor.

Hello messages MUST be sent on allazinterfaces, including physical point-to-point
links, and are multicast to the 'ALL-PIM-ROUTERS’ group address ('224.0.0.13’ for IPv4
and 'ff02::d’ for IPv6).

We rote that some implementations do not send Hello gessa int-to-
point interfaces. This is non-compliant behaviércompliant PIM router
MUST send Hello mesges, even on point-to-point interfaces.

A per-interface Hello Timer (HT(1)) is used to trigger sending Hello messages on each
active interface. WherPIM is enabled on an interface or a router first starts, the Hello
Timer of that interface is set to a random value between 0 and

Triggered_Hel | o_Del ay. This presents synchronization of Hello messages if

Fenneret d. Standardgrack [Fage 21]



RFC 4601 PIM-SM Specification February 2006

multiple routers are powered on simultaneougfter the initial randomized interval, Hello
messages must be semery Hel | o_Per i od seconds. Thelello Timer should not be
reset except when it expires.

Note that neighbors will not accept Join/Prune or Assert messages from a router unless they
have first heard a Hello message from that rauférus, if a router needs to send a

Join/Prune or Assert message on an interface on which it has not yet sent a Hello message
with the currently configured IP address, then it MUST immediately send thanteiello
message without waiting for the Hello Timer to expire, followed by the Join/Prune or Assert
message.

The DR_Priority Option allows a network administrator teegireference to a particular
router in the DR election process by giving it a numerically larger DR Pridritg
DR_Priority Option SHOULD be included ivery Hello message ven if no DR Riority

is explicitly configured on that intexfe. Thids necessary because priority-based DR
election is only enabled when all neighbors on an interface advertise thatelapable of
using the DR_Priority Option. The default priority is 1.

The Generation_ldentifier (GenID) Option SHOULD be included in all Hello messages.

The GenlD option contains a randomly generated 32-bit value that is regenerated each time
PIM forwarding is started or restarted on the interface, including when the router itself
restarts. Whea Hello message with a meGenlID is receied from a neighbgrany dd

Hello information about that neighbor SHOULD be discarded and superseded by the
information from the n& Hello message. This may cause awimR to be diosen on that
interface.

The LAN Prune Delay Option SHOULD be included in all Hello messages sent on multi-
access LANs. This option advertises a rostempability to use values other than the
defaults for the Propagation_Delay and Override_Interval, which affect the setting of the
Prune-Pending, Upstream Join, and Override Timers (defined in Section 4.10).

The Address List Option advertises all the secondary addresses associated with the source
interface of the router originating the message. The option MUST be included in all Hello
messages if there are secondary addresses associated with the source interfadéland MA
omitted if no secondary addresses exist.

To dlow new a rebooting routers to learn of PIM neighbors quicldizen a Hello message

is receved from a n&v neighbor or a Hello message with a neGenlD is receied from an

existing neighbgra rew Hello message should be sent on this interface after a randomized
delay between 0 antt i gger ed_Hel | o_Del ay. This triggered message need not

change the timing of the scheduled periodic message. If a router needs to send a Join/Prune
to the n&v neighbor or send an Assert message in response to an Assert message from the
new neighbor before this randomized delay has expired, then it MUST immediately send

the releant Hello message without waiting for the Hello Timer to expire, followed by the
Join/Prune or Assert message. If it does not do this, thenwheeighbor will discard the
Join/Prune or Assert message.
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Before an interface goes down or changes primary IP address, a Hello message with a zero
HoldTime should be sent immediately (with the old IP address if the IP address changed).
This will cause PIM neighbors to rerm@this neighbor (or its old IP address) immediately.

After an interface has changed its IP address, it MUST send a Hello message with its new

IP address. If an interface changes one of its secondary IP addresses, a Hello message with
an updated Address_List option and a non-zero HoldTime should be sent immediaiely

will cause PIM neighbors to update this neighddst of secondary addresses immediately.

4.3.2. DRElection

When a PIM Hello message is raei on interface I, the following information about the
sending neighbor is recorded:

nei ghbor.interface
The interface on which the Hello messagevedti

nei ghbor . primary_i p_address
The IP address that the PIM neighbor used as the source address of the Hello
message.

nei ghbor. geni d
The Generation ID of the PIM neighbor.

nei ghbor.dr_priority
The DR Priority field of the PIM neighbgf it is present in the Hello message.

nei ghbor.dr_priority_present
A flag indicating if the DR Priority field was present in the Hello message.

nei ghbor. ti neout
A timer value to time out the neighbor state when it becomes stale, also known as
the Neighbor Lieness Timer.

The Neighbor L¥eness Timer (NLT(N,I)) is reset tdel | o_Hol dt i me (from
the Hello Holdtime option) whewrer a Hello message is resed containing a
Holdtime option, or tdef aul t _Hel | o_Hol dt i ne if the Hello message
does not contain the Holdtime option.

Neighbor state is deleted when the neighbor timeout expires.
The function for computing the DR on interface | is:
host
DR(1) {
dr = ne
for each nei ghbor on interface | {
if ( dr_is_better( neighbor, dr, | ) == TRUE ) {
dr = nei ghbor
}
}

return dr
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The function used for comparing DR "metrics" on interface | is:

bool
dr _is better(a,b, 1) {
if( there is a neighbor n on | for which n.dr_priority present
is false ) {
return a.primary_i p_address > b.primary_i p_address
} else {
return ( a.dr_priority > b.dr_priority ) OR
( a.dr_priority == b.dr_priority AND
a.primary_ip_address > b.primary_i p_address )

}
The trivial functionl _am DR( 1) is defined to aid readability:

bool
I _am DR(I) {

return DR(I) ==
}

The DR Priority is a 32-bit unsigned numpard the numerically larger priority isvedys

preferred. Arouters idea of the current DR on an interface can change when a PIM Hello
message is reagid, when a neighbor times out, or when a roatex’n DR Priority

changes. Ithe router becomes the DR or ceases to be the DR, this will normally cause the
DR Register state machine to change state. Subsequent actions are determined by that state
machine.

We rote that some PIM implementations do not send Hello messa int-
to-point interfaces and thus cannot perform DR election oh isierfaces.

This is non-compliant behavioDR dection MUST be performed on ALL active
PIM-SM interfaces.

4.3.3. ReducingPrune Propagation Delay on LANs

In addition to the information recorded for the DR Election, the following per neighbor
information is obtained from the LAN Prune Delay Hello option:

nei ghbor .l an_prune_del ay_present
A flag indicating if the LAN Prune Delay option was present in the Hello
message.

nei ghbor. tracki ng_support
A flag storing the value of the T bit in the LAN Prune Delay option if it is present
in the Hello message. This indicates the neiglsbmpability to disable Join
message suppression.

nei ghbor . propagati on_del ay
The Propagation Delay field of the LAN Prune Delay option (if present) in the
Hello message.

nei ghbor . overri de_i nterval
The Override_Interval field of the LAN Prune Delay option (if present) in the
Hello message.

The additional state described abds celeted along with the DR neighbor state when the
neighbor timeout expires.
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Just like the DR_Priority option, the information provided in the LAN Prune Delay option
is not used unless all neighbors on a link advertise the option. The functiandoehputes
this state:

bool
| an_del ay_enabl ed(1) {
for each neighbor on interface | {
if ( neighbor.lan_prune_delay_present == false ) {
return fal se
}
}

return true
}

The Propagation Delay inserted by a router in the LAN Prune Delay option expresses the
expected message propagation delay on the link and should be configurable by the system
administrator It is used by upstream routers to figure ouvhong the should wait for a

Join wverride message before pruning an interface.

PIM implementers should enforce a lower bound on the permitted values for this delay to
allow for scheduling and processing delays within their rousach delays may cause

receved messages to be processed later as well as triggered messages to be sent later than
intended. Settinthis Propagation Delay to toowaa value may result in temporary

forwarding outages because a downstream router will not be ablertie a neighbor’s

Prune message before the upstream neighbor stops forwarding.

When all routers on a link are in a position to negotiate a Propagation Delay different from
the default, the largest value from those advertised by each neighbor is chosen. The
function for computing the Effest2_Propagation_Delay of interface | is:

time_interval
Ef fective_Propagation_Delay(l) {
if ( lan_delay_enabled(l) == false ) {
return Propagation_del ay_defaul t
}

del ay = Propagati on_Del ay(l)
for each neighbor on interface | {
if ( neighbor.propagation_delay > delay ) {
del ay = nei ghbor. propagati on_del ay
}
}

return del ay

}

To avoid synchronization of werride messages when multiple downstream routers share a
multi-access link, sending of such messages is delayed by a small random amount of time.
The period of randomization should represent the size of the PIM router population on the
link. Eachrouter expresses its wieof the amount of randomization necessary in the
Override Interval field of the LAN Prune Delay option.
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When all routers on a link are in a position to negotiate an Override Interval different from
the default, the largest value from those advertised by each neighbor is chosen. The
function for computing the Effest Override Interval of interface | is:

time_interval
Effective Override Interval (1) {
if ( lan_delay_enabled(l) == false ) {
return t_override default
}

delay = Override_Interval (I)
for each neighbor on interface | {
if ( neighbor.override interval > delay ) {
del ay = nei ghbor. override_interval
}
}

return del ay

}

Although the mechanisms are not specified in this document, it is possible for upstream
routers to explicitly track the join membership of individual downstream routers if Join
suppression is disabled router can advertise its willingness to disable Join suppression
by using the T bit in the LAN Prune Delay Hello option. Unless all PIM routers on a link
negotiate this capabilitgxplicit tracking and the disabling of the Join suppression
mechanism are not possible. The function for computing the state of Suppression on
interface | is:

bool
Suppr essi on_Enabl ed(1) {
if ( lan_del ay_enabled(l) == false ) {
return true

}
for each nei ghbor on interface | {
if ( neighbor.tracking support == false ) {
return true
}
}

return fal se

}

Note that the setting of Suppression_Enabled(l) affects the value of t_suppressed (see
Section 4.10).

4.3.4. Maintaining Secondary Address Lists

Communication of a routerinterface secondary addresses to its PIM neighbors is
necessary to provide the neighbors with a mechanism for mapping next_hop information
obtained through their MRIB to a primary address that can be used as a destination for
Join/Prune messages. The mapping is performed through the NBR macro. The primary
address of a PIM neighbor is obtained from the source IP address used in its PIM Hello
messages. Secondagdresses are carried within the Hello message in an Address List
Hello option. The primary address of the source interface of the router MUSTHO&IO

listed within the Address List Hello option.
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In addition to the information recorded for the DR Election, the following per neighbor
information is obtained from the Address List Hello option:

nei ghbor . secondary_address_|i st
The list of secondary addresses used by the PIM neighbor on the interface
through which the Hello message was transmitted.

When processing a reged PIM Hello message containing an Address List Hello option,

the list of secondary addresses in the message completely repkapesvausly

associated secondary addresses for that neightereceved PIM Hello message does not

contain an Address List Hello option, then all secondary addresses associated with the
neighbor must be deleted. If a raaei PM Hello message contains an Address List Hello

option that includes the primary address of the sending router in the list of secondary
addresses (although this is not expected), then the addresses listed in the message, excluding
the primary address, are used to update the associated secondary addresses for that
neighbor.

All the advertised secondary addresses in vedéilello messages must be checked against
those previously advertised by all other PIM neighbors on thatacterfifthere is a

conflict and the same secondary address was previously advertised by another neighbor,
then only the most recently reced mapping MUST be maintained, and an error message
SHOULD be logged to the administrator in a rate-limited manner.

Within one Address List Hello option, all the addresses MUST be of the same address
family. Itis not permitted to mix IPv4 and IPv6 addresses within the same message. In
addition, the address family of the fields in the message SHOULD be the same as the IP
source and destination addresses of the packet header.

4.4. PIM Register Messages

The Designated Router (DR) on a LAN or point-to-point link encapsulates multicast packets
from local sources to the RP for the el group unless it recently reved a Regster-

Stop message for that (S,G) or (*,G) from the Rihen the DR receés a Regster-Stop
message from the RiPstarts a Register-Stop Timer to maintain this state. Just before the
Register-Stop Timer expires, the DR sends a Null-Register Message to the R® tbeaallo

RP to refresh the Register-Stop information at the DR. If the Register-Stop Timer actually
expires, the DR will resume encapsulating packets from the source to the RP.
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4.4.1. SendindRegister Messages from the DR

Every PIM-SM router has the capability to be a DR. The state maching isalsed to

implement Register functionality=or the purposes of specification, we represent the
mechanism to encapsulate packets to the RP as a Register-Tunnel interface, which is added
to or remwed from the (S,G) olist. The tunnel interface then takes part in the normal packet
forwarding rules as specified in Section 4.2.

If register state is maintained, it is maintained only for directly connected sources and is
per(S,G). Therare four states in the DRper-(S,G) Register state machine:
Join (J)
The register tunnel is "joined" (the join is actually implicit, but the DR acts as if the
RP has joined the DR on the tunnel interface).
Prune (P)
The register tunnel is "pruned" (this occurs when a Register-Stop igacei
Join-Pending (JP)
The register tunnel is pruned but the DR is contemplating adding it back.
Nolnfo (NI)
No information. This is the initial state, and the state when the router is not the DR.

In addition, a Register-Stop Timer (RST) is kept if the state machine is not in the Nolnfo
state.

RP Changed RegStop T
[Add reg

imer expires
nne

RP Changed
[Add reg tunnel]
[Cancel RegStop Time

CouldRegister(S,G)
—> FARSE

RegStop received from RP
[Remave reg tunnel]

f [Set RegStop Timer to
ES$SSEglster S.6) randomizedRST - probetime] RegStop received

[Add reg tunnel] from RP 4

—probetime]

RP Changed
[Add reg tunnel]
[Cancel RegStop Timer]

[Send NuII—Register]

Note: RegStop
Timer doesn’t
run in Nolnfo
state

CouldRegister(S,G)
—> FALSE

Figure 1: Per-(S,G) register state machine at a DR
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Per-(S,G) register state machine at a DR in tabular form:

Event
Prev Sate Registgr- Cou!d Cou!d Register- RP changed
Stop Timer | Register | Register Stop
expires -True - False received
- - Jdate | - - -
Nolnfo (NI) add reg
tunnel
- - - NI state - P date - J date
remove reg | remove reg update reg
Join (J) tunnel tunnel; set tunnel
Register-Stop
Timer(*)
- J date - - NIl state | - P date - J date
. add reg set Register- | add reg
Join- ;
Pending (JP) tunnel S'top tunn_el, cance
Timer(*) Register-Stop
Timer
- JP state | - - Nl state | - - J date
set Register- add reg
Stop tunnel; cance
Prune (P) Timer(**); Register-Stop
send Null- Timer
Register
Notes:
(*) The Register-Stop Timer is set to a random value chosen uniformly from the interval (

()

0.5 * Register_Suppression_Time, 1.5 * Register_Suppression_Time) minus
Register_Probe_Time.

Subtracting dfRegster_Probe_Time is a bit unnecessary because it is really small
compared to Register_Suppression_Time, but this was in the old spec and is kept for
compatibility.

The Register-Stop Timer is set to Register_Probe_Time.

The following three actions are defined:

Add Register Tunnel

A Regster-Tunnel virtual interface, VI, is created (if it dogsafready exist) with its
encapsulation target being RP(G). DownstreamJPState(S,G,VI) is set to Join state,
causing the tunnel interface to be addednoedi ate_ol i st (S, G and
inherited olist(S,G.

Remwe Regster Tunnel

VI is the Register-Tunnel virtual interface with encapsulation target of RP(G).
DownstreamJPState(S,G,VI) is set to Nolnfo state, causing the tunnel interface to be
removed fromi medi ate_olist(S, G andi nherited olist(S, Q. If
DownstreamJPState(S,G,VI) is Nolnfo for all (S,G), then VI can be deleted.
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Update Register Tunnel
This action occurs when RP(G) changes.

VI_old is the Register-Tunnel virtual interface with encapsulation target old_RP(G).
A Regster-Tunnel virtual interface, VI_me is aeated (if it doestn’adready exist)

with its encapsulation target beingneRP(G). DevnstreamJPState(S,G,VI_old) is

set to Nolnfo state and DownstreamJPState(S,G,VI_new) is set to Join state. If
DownstreamJPState(S,G,VI_old) is Nolnfo for all (S,G), then VI_old can be deleted.

Note that we cannot simply change the encapsulation target of VI_old because not all
groups using that encapsulation tunnel wiltdaoved to the same ne RP.

CouldRegister(S,G)
The macro "CouldRegister" in the state machine is defined as:

bool Coul dRegister(S, G {
return ( 1 _amDR( RPF_interface(S) ) AND
Keepal iveTinmer(S, G is running AND
Directl yConnected(S) == TRUE )
}

Note that on reception of a packet at the DR from a directly connected source,

Keepal i veTi mer (S, G needs to be set by the packet forwarding roéfere
computingCoul dRegi st er (S, G in the register state machine, or the first packet from
a urce wont be regstered.

Encapsulating Data Packets in the Register Tunnel

Conceptuallythe Register Tunnel is an interface with a smaller MTU than the underlying IP
interface tavards the RP IP fragmentation on packets forwarded on the Register Tunnel is
performed based upon this smaller MTU. The encapsulating DR may perform Path MTU
Discovery to the RP to determine the effeetiMTU of the tunnel. Fragmentation for the
smaller MTU should ta both the outer IP header and the PIM register headehead

into account. If a multicast packet is fragmented on the way into the Register Tunnel, each
fragment is encapsulated individually so it contain$M, and inner IP headers.

In IPv6, the DR MUST perform Path MTU disay, and an ICMP Packet Too Big

message MUST be sent by the encapsulating DR if itwecaifacket that will not fit in the
effectve MTU of the tunnel. If the MTU between the DR and the RP results in the effecti
tunnel MTU being smaller than 1280 (the IPv6 minimum MTU), the DR MUST send
Fragmentation Required messages with an MTU value of 1280 and MUST fragment its PIM
register messages as required, using an IPv6 fragmentation header between the outer IPv6
header and the PIM Register header.

The TTL of a forwarded data packet is decremented before it is encapsulated in the Register
Tunnel. Theencapsulating packet uses the normal TTL that the router would use for any
locally-generated IP packet.

The IP ECN bits should be copied from the original packet to the IP header of the
encapsulating paek. They SHOULD NOT be %t independently by the encapsulating
router.

The Diffserv Code Point (DSCP) should be copied from the original packet to the IP header
of the encapsulating pagk ItMAY be st independently by the encapsulating router,

based upon static configuration or traffic classification. See [12] for more discussion on
setting the DSCP on tunnels.
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Handling Register-Stop(*,G) Messages at the DR

An old RP might send a Register-Stop message with the source address set to all zeros.
This was the normal course of action in RFC 2362 when the Register message matched
against (*,G) state at the R#nd it was defined as meaning "stop encapsulating all sources
for this group”. Howeer, the behavior of such a Register-Stop(*,G) is ambiguous or
incorrect in some circumstances.

We gecify that an RP should not send Register-Stop(*,G) messages, but for compatibility
DR should be able to accept one if it is reegi

A Regster-Stop(*,G) should be treated as a Register-Stop(S,G) for all (S,G) Register state
machines that are not in the Nolnfo staterouter should not apply a Register-Stop(*,G) to
sources that become adidter the Register-Stop(*,G) was reecad.
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4.4.2. Receiing Register Messages at the RP

When an RP receds a Regster message, the course of action is decided according to the
following pseudocode:

packet arrives_on_rp_tunnel ( pkt ) {
if( outer.dst is not one of ny addresses ) {
drop the packet silently.
# Note: this may be a spoofing attempt
}
if( 1 _amRP(G AND outer.dst == RP(GQG ) {
sent Regi ster St op = FALSE;
if ( register.borderbit == TRUE ) {
if ( PMBR(S, G == unknown ) {
PMBR(S, G = outer.src
} elseif ( outer.src != PMBR(S, G ) {
send Register-Stop(S, G to outer.src
drop the packet silently.
}
}
if ( SPThit(S, G OR
( SwitchToSptDesired(S, G AND
( inherited olist(S, G == NULL ))) {
send Register-Stop(S, G to outer.src
sent Regi ster St op = TRUE;
}
if ( SPThit(S, G OR SwitchToSptDesired(S, G ) {
if ( sentRegisterStop == TRUE ) {
set KeepaliveTinmer(S, G to RP_Keepalive_ Period;
} else {
set KeepaliveTinmer(S, G to Keepalive Period,
}

if( 'SPThit(S, G AND ! pkt.NullRegisterBit ) {
decapsul ate and forward the inner packet to
inherited olist(S Grpt) # Note (1)

}

} else {
send Register-Stop(S, G to outer.src
# Note (*)

}

out er . dst is the IP destination address of the encapsulating header.
out er. src is the IP source address of the encapsulating headethe DRS aldress.

I _am RP( Q) is true if the group-to-RP mapping indicates that this router is the RP for the
group.
Note (*): This may block traffic from S for Register_Suppression_Time if the DR learned
about a n& group-to-RP mapping before the RP did. Howarethis doesrt’ matter
unless we figure out some way for the RP also to accept (*,G) joins when it doesn’t
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yet realize that it is about to become the RP for G. This will all get sorted out once the
RP learns the megroup-to-rp mappingWe decided to do nothing about this and just
accept the fact that PIM may suffer interrupted (*,G) connectivity following an RP
change.

Note (1): Implementations are advised not to entaks a special case, but to arrange that
this path rejoin the normal packet forwarding path. All of the appropriate actions from
the "On receipt of data from S to G on interface iif* pseudocode in Section 4.2 should
be performed.

KeepalveTimer(S,G) is restarted at the RP when packetgeamni the proper tunnel

interface and the RP desires to switch to the SPT or the SPThit is already set. This may
cause the upstream (S,G) state machine to trigger a join if the inherited_olist(S,G) is not
NULL.

An RP should preseevS,G) state that was created in response to a Register message for at
least ( 3 * Register_Suppression_Time ); otherwise, the RP may stop joining (S,G) before
the DR for S has restarted sendingisters. Taffic would then be interrupted until the
Register-Stop Timer expires at the DR.

Thus, at the RKeepalveTimer(S,G) should be restarted to ( 3 *
Register_Suppression_Time + Register_Probe_Time ).

When forwarding a packet from the Register Tunnel, the TTL of the original data packet is
decremented after it is decapsulated.

The IP ECN bits should be copied from the IP header of the Register packet to the
decapsulated packet.

The Diffserv Code Point (DSCP) should be copied from the IP header of the Register packet
to the decapsulated patk TheRP MAY retain the DSCP of the inner packet or re-classify

the packet and apply a different DSC®enarios where each of these might be useful are
discussed in [12].

4.5. PIM Join/Prune Messages

A PIM Join/Prune message consists of a list of groups and a list of Joined and Pruned
sources for each group. When processing avedddin/Prune message, each Joined or
Pruned source for a Group is effgely considered individuallyand applies to one or more

of the following state machines. When considering a Join/Prune message whose Upstream
Neighbor Address field addresses this rqute®) Joins and Prunes can affect both the

(*,G) and (S,G,rpt) downstream state machines, while (*,*,RP), (S,G), and (S,G,rpt) Joins
and Prunes can only affect their respactbwnstream state machines. When considering a
Join/Prune message whose Upstream Neighbor Address field addresses anotheiostuter
Join or Prune messages could affect each upstream state machine.

In general, a PIM Join/Prune message should only be accepted for processing if it comes
from a known PIM neighborA PIM router hears about PIM neighbors through PIM Hello
messages. H router recaies a din/Prune message from a particular IP source address and

it has not seen a PIM Hello message from that source address, then the Join/Prune message
SHOULD be discarded without further processing. In addition, if the Hello message from a
neighbor was authenticated using IPsec AH (see Section 6.3), then all Join/Prune messages
from that neighbor MUST also be authenticated using IPsec AH.

We rote that some older PIM implementations incorrectly fail to send Hello messages on
point-to-point interfaces, so we also RECOMMEND that a configuration option be provided
to allowv interoperation with such older routers, but that this configuration option SHOULD
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NOT be enabled by default.

4.5.1. Recaiing (*,*,RP) Join/Prune Messages
The per-interface state machine for receiving (*,*,RP) Join/Prune Messagesibajow.

There are three states:

Nolnfo (NI)
The interface has no (*,*,RP) Join state and no timers running.

Join (J)

The interface has (*,*,RP) Join state, which will cause the router to forward
packets destined for pgroup handled by RP from this interface except if there
is also (S,G,rpt) prune information (see Section 4.5.4) or the router lost an assert
on this interface.

Prune-Pending (PP)
The router has reogd a Rune(*,*,RP) on this interface from a downstream
neighbor and is waiting to see whether the prune wilMeeridden by another
downstream routerFor forwarding purposes, the Prune-Pending state functions
exactly like the Join state.

In addition, the state machine uses timners:

ExpiryTimer (ET)
This timer is restarted when a valid Join(*,*,RP) is reei Expiryof the
ExpiryTimer causes the interface state t@reto Nolnfo for this RP.
Prune-Pending Timer (PPT)
This timer is set when a valid Prune(*,*,RP) is reedi Expiryof the Prune-
Pending Timer causes the interface statevertréo Nolnfo for this RP.

(*,*,RP) Join
[Restart ET]

(*,*,RP) Prune
[Start PPT]

¥ * RP) Join
[Restart ET]

(*,*,RP) Prune

(*,5RP) Join
[Start ET]

PP
[Send PruneEcho]

ET Expires

(*,*,RP) Prune

Figure 2: Downstream per-interface (*,*,RP) state machine
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Downstream per-interface (*,*,RP) state machine in tabular form:
Event
Prev Sate Receve Receve Prune | Prune-Pending | Expiry Timer
Join(*,*,RP) ** RP) Timer Expires | Expires
- J date - NI state - -
Nolnfo (NI) start Expiry
Timer
- J date - PP state - - NI state
Join (J) restart Expiry | start Prune-
Timer Pending Timer
. - J date - PP state — NI state — NI state
Prune-Pending .
(PP) rgstart Expiry Send Prune-
Timer Echo(*,*,RP)

The transition eents "Recere Din(*,*,RP)" and "Recaie Rune(*,*,RP)" imply receiving

a Jbin or Prune targeted to this rousegrimary IP address on the reead interface. Ifthe
upstream neighbor address field is not correct, these state transitions in this state machine
must not occyrdthough seeing such a packet may cause state transitions in other state
machines.

On unnumbered interfaces on point-to-point links, the raugddress should be the same
as the source address it chose for the Hello message iveetitai interhce. Heovever, on
point-to-point links we also recommend that for backwards compatibility PIM Join/Prune
messages with an upstream neighbor address field of all zeros are also accepted.

Transitions from Nolnfo State
When in Nolnfo state, the followingzent may trigger a transition:
Receve Join(*,*,RP)

A Join(*,*,RP) is receied on interface | with its Upstream Neighbor Address set
to the routess rimary IP address on |.

The (*,*,RP) downstream state machine on interface | transitions to the Join
state. Theexpiry Timer (ET) is started and set to the HoldTime from the
triggering Join/Prune message.

Note that it is possible to reweia din(*,*,RP) message for an RP for which we
do not hae information telling us that it is an RIh the case of (*,*,RP) state,
so long as we k& a pute to the RRhis will not cause a problem, and the
transition should still takdace.

Transitions from Join State
When in Join state, the followingents may trigger a transition:
Receve Join(**,RP)

Fenneret d.

A Join(*,*,RP) is recered on interface | with its Upstream Neighbor Address set
to the routes primary IP address on |.

The (*,*,RP) downstream state machine on interface | remains in Join state, and
the Expiry Timer (ET) is restarted, set to maximum of its current value and the
HoldTime from the triggering Join/Prune message.

Standard§rack [Page 35]



RFC 4601 PIM-SM Specification February 2006

Receve Prune(*,*,RP)
A Prune(*,*,RP) is recefed on interface | with its Upstream Neighbor Address
set to the routes’'primary IP address on |.

The (*,*,RP) downstream state machine on interface | transitions to the Prune-
Pending state. The Prune-Pending Timer is started. It is set to the
J/P_Override_Interval(l) if the router has more than one neighbor on that
interface; otherwise, it is set to zero, causing it to expire immediately.

Expiry Timer Expires
The Expiry Timer for the (*,*,RP) downstream state machine on interface |
expires.

The (*,*,RP) downstream state machine on interface | transitions to the Nolnfo
state.

Transitions from Prune-Pending State

When in Prune-Pending state, the followingrgs may trigger a transition:
Receve Join(*,*,RP)
A Join(*,*,RP) is recered on interface | with its Upstream Neighbor Address set
to the routess primary IP address on |.

The (*,*,RP) downstream state machine on interface | transitions to the Join
state. Thdrune-Pending Timer is canceled (without triggering an expamte
The Expiry Timer is restarted, set to maximum of its current value and the
HoldTime from the triggering Join/Prune message.

Expiry Timer Expires
The Expiry Timer for the (*,*,RP) downstream state machine on interface |
expires.
The (*,*,RP) downstream state machine on interface | transitions to the Nolnfo
state.

Prune-Pending Timer Expires

The Prune-Pending Timer for the (*,*,RP) downstream state machine on
interface | expires.

The (*,*,RP) downstream state machine on interface | transitions to the Nolnfo
state. APruneEcho(*,*,RP) is sent onto the subnet connected to interface I.

The action "Send PruneEcho(*,*,RP)" is triggered when the router stops
forwarding on an interface as a result of a prus@runeEcho(*,*,RP) is simply

a Frune(*,*,RP) message sent by the upstream router on a LAN with its own
address in the Upstream Neighbor Address field. Its purpose is to add additional
reliability so that if a Prune that shouldvieaeen werridden by another router is

lost locally on the LAN, then the PruneEcho may be vedeind cause the

override to happenA PruneEcho(*,*,RP) need not be sent on an interface that
contains only a single PIM neighbor during the time this state machine was in
Prune-Pending state.

4.5.2. Receiing (*,G) Join/Prune Messages

When a router recegs a din(*,G), it must first check to see whether the RP in the message
matches RP(G) (the routsiidea of who the RP is). If the RP in the message does not
match RP(G), the Join(*,G) should be silently dropped. (Note that other source list entries,
such as (S,G,rmpt) or (S,G), in the same Group-Specific Set should still be processed.) If a
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router has no RP information (e.g., has not recentlywestai BSR message), then it may
choose to accept Join(*,G) and treat the RP in the message as RP(GYyedRe&rosie(*,G)

messages are processedndf the RP in the message does not match RP(G).
The per-interface state machine for receiving (*,G) Join/Prune Messagesnifajow.
There are three states:

Nolnfo (NI)
The interface has no (*,G) Join state and no timers running.

Join (J)
The interface has (*,G) Join state, which will cause the router to forward packets

destined for G from this interface except if there is also (S,G,rpt) prune
information (see Section 4.5.4) or the router lost an assert on this interface.

Prune-Pending (PP)
The router has reogid a Rune(*,G) on this interface from a downstream

neighbor and is waiting to see whether the prune wilMeeridden by another
downstream routerFor forwarding purposes, the Prune-Pending state functions

exactly like the Join state.

In addition, the state machine uses tiners:
Expiry Timer (ET)
This timer is restarted when a valid Join(*,G) is reegi Expiryof the Expiry
Timer causes the interface state t@rieto Nolnfo for this group.
Prune-Pending Timer (PPT)
This timer is set when a valid Prune(*,G) is reedi Expiryof the Prune-
Pending Timer causes the interface statewvtertréo Nolnfo for this group.

Join(*,G)
[Restart ET]

Prune(*,G)
[Start PPT]

[Restart ET] Prune(*,G)

Join(*,G)
[Start ET]

[Send PruneEcho] )
ET Expires

Prune(*,G)

Figure 3: Downstream per-interface (*,G) state machine
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Downstream per-interface (*,G) state machine in tabular form:
Event
Prev Sate Receve Receve Prune-Pending | Expiry Timer
Join(*,G) Prune(*,G) Timer Expires | Expires
- J date — NI state - -
Nolnfo (NI) start Expiry
Timer
- J date - PP state - - NI state
Join (J) restart Expiry | start Prune-
Timer Pending Timer
. - J date - PP state - NI state - NI state
Prune-Pending .
(PP) rgstart Expiry Send Prune-
Timer Echo(*,G)

The transition gents "Receaie Dbin(*,G)" and "Receaie Fune(*,G)" imply receiving a Join

or Prune targeted to this rougegimary IP address on the reegd interface. Ifthe

upstream neighbor address field is not correct, these state transitions in this state machine
must not occyrdthough seeing such a packet may cause state transitions in other state
machines.

On unnumbered interfaces on point-to-point links, the raugddress should be the same
as the source address it chose for the Hello message iveetitai interhce. Heovever, on
point-to-point links we also recommend that for backwards compatibility PIM Join/Prune
messages with an upstream neighbor address field of all zeros are also accepted.

Transitions from Nolnfo State

When in Nolnfo state, the followingzent may trigger a transition:
Receve Jin(*,G)

A Join(*,G) is receved on interface | with its Upstream Neighbor Address set to
the routers primary IP address on |I.

The (*,G) downstream state machine on interface | transitions to the Join state.
The Expiry Timer (ET) is started and set to the HoldTime from the triggering
Join/Prune message.

Transitions from Join State
When in Join state, the followingents may trigger a transition:
Receve Jin(*,G)

A Join(*,G) is receved on interface | with its Upstream Neighbor Address set to
the routers primary IP address on I.

The (*,G) downstream state machine on interface | remains in Join state, and the
Expiry Timer (ET) is restarted, set to maximum of its current value and the
HoldTime from the triggering Join/Prune message.

Receve Pune(*,G)

Fenneret d.

A Prune(*,G) is receied on interface | with its Upstream Neighbor Address set
to the routess primary IP address on |.

The (*,G) downstream state machine on interface | transitions to the Prune-
Pending state. The Prune-Pending Timer is started. It is set to the
J/IP_Override_Interval(l) if the router has more than one neighbor on that
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interface; otherwise, it is set to zero, causing it to expire immediately.
Expiry Timer Expires
The Expiry Timer for the (*,G) downstream state machine on interface | expires.

The (*,G) downstream state machine on interface | transitions to the Nolnfo
state.

Transitions from Prune-Pending State
When in Prune-Pending state, the followingrgs may trigger a transition:
Receve Jin(*,G)
A Join(*,G) is receved on interface | with its Upstream Neighbor Address set to
the routers grimary IP address on I.

The (*,G) downstream state machine on interface | transitions to the Join state.
The Prune-Pending Timer is canceled (without triggering an exyent)e The
Expiry Timer is restarted, set to maximum of its current value and the HoldTime
from the triggering Join/Prune message.

Expiry Timer Expires
The Expiry Timer for the (*,G) downstream state machine on interface | expires.

The (*,G) downstream state machine on interface | transitions to the Nolnfo
state.

Prune-Pending Timer Expires
The Prune-Pending Timer for the (*,G) downstream state machine on interface |
expires.
The (*,G) downstream state machine on interface | transitions to the Nolnfo
state. APruneEcho(*,G) is sent onto the subnet connected to interface I.

The action "Send PruneEcho(*,G)" is triggered when the router stops forwarding
on an interface as a result of a pruBePruneEcho(*,G) is simply a Prune(*,G)
message sent by the upstream router on a LAN with its own address in the
Upstream Neighbor Address field. Its purpose is to add additional reliability so
that if a Prune that shouldVealeen werridden by another router is lost locally

on the LAN, then the PruneEcho may be remkend cause thewvarride to

happen. APruneEcho(*,G) need not be sent on an interface that contains only a
single PIM neighbor during the time this state machine was in Prune-Pending
state.

4.5.3. Recaiing (S,G) Join/Prune Messages
The per-interface state machine for receiving (S,G) Join/Prune messages Isfypw and
is almost identical to that for (*,G) messages. There are three states:
Nolnfo (NI)
The interface has no (S,G) Join state and no (S,G) timers running.
Join (J)
The interface has (S,G) Join state, which will cause the router to forward packets
from S destined for G from this interface if the (S,G) state isea¢hie SPThit is
set) except if the router lost an assert on this interface.
Prune-Pending (PP)
The router has reagid a Rune(S,G) on this interface from a downstream
neighbor and is waiting to see whether the prune wilMeeridden by another
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downstream routerFor forwarding purposes, the Prune-Pending state functions
exactly like the Join state.

In addition, there are wvwtimers:

Expiry Timer (ET)
This timer is set when a valid Join(S,G) is reegi Expiryof the Expiry Timer
causes this state machine teaé¢to Nolnfo state.

Prune-Pending Timer (PPT)
This timer is set when a valid Prune(S,G) is neski Expiry of the Prune-
Pending Timer causes this state machinewvertréo Nolnfo state.

Join(S,G)
[Restart ET]

Prune(S,G)
[Start PPT]

Prune(S,G)

Join(s,G)
[Start ET]

PP pires
Send P Ech
[Send PruneEcho] ET Expires

Prune(S,G)

Figure 4: Downstream per-interface (S,G) state machine

Downstream per-interface (S,G) state machine in tabular form:

Event
Prev Sate Receve Receve Prune-Pending | Expiry Timer
Jain(S,G) Prune(S,G) Timer Expires | Expires
- J date - NI state - -
Nolnfo (NI) start Expiry
Timer
- J date - PP state - - NI state
Join (J) restart Expiry | start Prune-
Timer Pending Timer
Prune-Pending | J date _ - PP state - NI state - NI state
(PP) rgstart Expiry Send Prune-
Timer Echo(S,G)
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The transition gents "Recare bin(S,G)" and "Recee Rune(S,G)" imply receiving a Join
or Prune targeted to this rouggimary IP address on the reegd interface. Ifthe
upstream neighbor address field is not correct, these state transitions in this state machine

must not occyrdthough seeing such a packet may cause state transitions in other state
machines.

On unnumbered interfaces on point-to-point links, the ragddress should be the same
as the source address it chose for the Hello message iveetitai interhce. Heovever, on
point-to-point links we also recommend that for backwards compatibility PIM Join/Prune
messages with an upstream neighbor address field of all zeros are also accepted.

Transitions from Nolnfo State

When in Nolnfo state, the followingzent may trigger a transition:
Receve Jin(S,G)
A Join(S,G) is receted on interface | with its Upstream Neighbor Address set to
the routers primary IP address on |.

The (S,G) downstream state machine on interface | transitions to the Join state.
The Expiry Timer (ET) is started and set to the HoldTime from the triggering
Join/Prune message.

Transitions from Join State

When in Join state, the following@nts may trigger a transition:
Receve Jin(S,G)
A Join(S,G) is recefed on interface | with its Upstream Neighbor Address set to
the routers primary IP address on I.

The (S,G) downstream state machine on interface | remains in Join state, and the
Expiry Timer (ET) is restarted, set to maximum of its current value and the
HoldTime from the triggering Join/Prune message.

Receve Prune(S,G)
A Prune(S,G) is receed on interface | with its Upstream Neighbor Address set
to the routess primary IP address on I.
The (S,G) downstream state machine on interface | transitions to the Prune-
Pending state. The Prune-Pending Timer is started. It is set to the
J/IP_Override_Interval(l) if the router has more than one neighbor on that
interface; otherwise, it is set to zero, causing it to expire immediately.

Expiry Timer Expires
The Expiry Timer for the (S,G) downstream state machine on interface | expires.

The (S,G) downstream state machine on interface I transitions to the Nolnfo
state.

Transitions from Prune-Pending State
When in Prune-Pending state, the followingrgs may trigger a transition:
Receve Jin(S,G)

A Join(S,G) is recered on interface | with its Upstream Neighbor Address set to
the routers primary IP address on |I.
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The (S,G) downstream state machine on interface | transitions to the Join state.
The Prune-Pending Timer is canceled (without triggering an exyent)e The
Expiry Timer is restarted, set to maximum of its current value and the HoldTime
from the triggering Join/Prune message.

Expiry Timer Expires
The Expiry Timer for the (S,G) downstream state machine on interface | expires.
The (S,G) downstream state machine on interface | transitions to the Nolnfo
state.

Prune-Pending Timer Expires
The Prune-Pending Timer for the (S,G) downstream state machine on interface |
expires.
The (S,G) downstream state machine on interface I transitions to the Nolnfo
state. APruneEcho(S,G) is sent onto the subnet connected to interface I.

The action "Send PruneEcho(S,G)" is triggered when the router stops forwarding
on an interface as a result of a pruBePruneEcho(S,G) is simply a Prune(S,G)
message sent by the upstream router on a LAN with its own address in the
Upstream Neighbor Address field. Its purpose is to add additional reliability so
that if a Prune that shouldvyeabeen eerridden by another router is lost locally

on the LAN, then the PruneEcho may be nemkénd cause thevarride to

happen. APruneEcho(S,G) need not be sent on an interface that contains only a
single PIM neighbor during the time this state machine was in Prune-Pending
state.

4.5.4. Receiing (S,G,rpt) Join/Prune Messages

The per-interface state machine for receiving (S,G,rpt) Join/Prune messages ieigiv.
There are fig dates:

Nolnfo (NI)
The interface has no (S,G,rpt) Prune state and no (S,G,rpt) timers running.

Prune (P)
The interface has (S,G,rpt) Prune state, which will cause the router not to forward
packets from S destined for G from this interfacenghough the interface has
active *,G) Join state.

Prune-Pending (PP)
The router has reogid a Rune(S,G,rpt) on this interface from a downstream
neighbor and is waiting to see whether the prune wilMegridden by another
downstream routerFor forwarding purposes, the Prune-Pending state functions
exactly like the Nolnfo state.

PruneTmp (P’)
This state is a transient state that for forwarding purposesdsedxactly like the
Prune stateA (*,G) Join has been resed (which may cancel the (S,G,rpt)
Prune). Aswe parse the Join/Prune message from top to bottom, we first enter
this state if the message contains a (*,G) Join. Later in the message, we will
normally encounter an (S,G,rpt) prune to reinstate the Prune statevéddive
we reach the end of the message without encountering such a (S,G,rpt) prune,
then we will reert to Nolnfo state in this state machine.

As no time is spent in this state, no timers can expire.

Fenneret d. Standardgrack [Fage 42]



RFC 4601 PIM-SM Specification February 2006

Prune-Pending-Tmp (PP’)
This state is a transient state that is identical to P’ except that it is associated with

the PP state rather than the P st&ia.forwarding purposes, PP’ belea exactly
like PP ate.

In addition, there are wtimers:
Expiry Timer (ET)
This timer is set when a valid Prune(S,G,rpt) is rexki Expiryof the Expiry
Timer causes this state machine tareto Nolnfo state.
Prune-Pending Timer (PPT)

This timer is set when a valid Prune(S,G,rpt) is rexki Expiryof the Prune-
Pending Timer causes this state machine teentn to Frune state.

Prune(S,G,rpt)
[Restart ET]

PP Timer
Prune(S,G,rpt)  Expires

Join(*,G)

Prune(S,
[Start ET]
[Start PPT]

End-ef message
for G

Join(S,G,rpt)

Figure 5: Downstream per-interface (S,G,rpt) state machine
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Downstream per-interface (S,G,rpt) state machine in tabular form:

Event
Receve Receve Receve End of Prune- | Expiry
Prev Sate || Join(*,G) | Join Prune Message | Pending | Timer
(5,G,rpt) | (S,G,rpt) Timer Expires
Expires
- - - PP state| - - -
start Prune-
Nolnfo Pending
(NI Timer; start
Expiry
Timer
- P’ state | - NI state| -~ P date | - - - NI state
restart
Prune (P) Expiry
Timer
Prune- - PP’ state - NI state| - - - P date| -
Pending
(PP)
- - - P date | - NI state| - -
PruneTmp restart
P Expiry
Timer
- - - PP state| — NI state| - -
Prune-
. restart
Pendlng-, Expiry
Tmp (PP) Timer

The transition eents "Recere Dbin(S,G,rpt)", "Receie Rune(S,G,rpt)", and "Reoss
Join(*,G)" imply receiving a Join or Prune targeted to this rosifieimary IP address on
the recared interface. Ifthe upstream neighbor address field is not correct, these state
transitions in this state machine must not ocdthrough seeing such a packet may cause
state transitions in other state machines.

On unnumbered interfaces on point-to-point links, the raugddress should be the same

as the source address it chose for the Hello message iveetitai interhce. Heovever, on
point-to-point links we also recommend that PIM Join/Prune messages with an upstream
neighbor address field of all zeros are also accepted.
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Transitions from Nolnfo State

When in Nolnfo (NI) state, the followingzent may trigger a transition:
Receve Prune(S,G,rpt)
A Prune(S,G,rpt) is recegd on interface | with its Upstream Neighbor Address
set to the routes’primary IP address on |.

The (S,G,rpt) downstream state machine on interface | transitions to the Prune-
Pending state. The Expiry Timer (ET) is started and set to the HoldTime from
the triggering Join/Prune message. The Prune-Pending Timer is started. It is set
to the J/P_Override_Interval(l) if the router has more than one neighbor on that
interface; otherwise, it is set to zero, causing it to expire immediately.

Transitions from Prune-Pending State

When in Prune-Pending (PP) state, the followwenes may trigger a transition:
Receve Jin(*,G)
A Join(*,G) is receved on interface | with its Upstream Neighbor Address set to
the routers primary IP address on |.

The (S,G,rpt) downstream state machine on interface | transitions to Prune-
Pending-Tmp state whilst the remainder of the compound Join/Prune message
containing the Join(*,G) is processed.

Receve Jin(S,G,rpt)
A Join(S,G,rpt) is receid on interface | with its Upstream Neighbor Address set
to the routess rimary IP address on |.

The (S,G,rpt) downstream state machine on interface | transitions to Nolnfo state.
ET and PPT are canceled.

Prune-Pending Timer Expires
The Prune-Pending Timer for the (S,G,rpt) downstream state machine on
interface | expires.

The (S,G,rpt) downstream state machine on interface | transitions to the Prune
state.

Transitions from Prune State

When in Prune (P) state, the followingeets may trigger a transition:
Receve Jin(*,G)
A Join(*,G) is receved on interface | with its Upstream Neighbor Address set to
the routers grimary IP address on 1.

The (S,G,rpt) downstream state machine on interface | transitions to PruneTmp
state whilst the remainder of the compound Join/Prune message containing the
Join(*,G) is processed.

Receve Jin(S,G,rpt)
A Join(S,G,rpt) is receid on interface | with its Upstream Neighbor Address set
to the routes primary IP address on I.

The (S,G,rpt) downstream state machine on interface | transitions to Nolnfo state.
ET and PPT are canceled.
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Receve Prune(S,G,rmpt)
A Prune(S,G,rpt) is recegd on interface | with its Upstream Neighbor Address
set to the routes’'primary IP address on |.

The (S,G,rpt) downstream state machine on interface | remains in Prune state.
The Expiry Timer (ET) is restarted, set to maximum of its current value and the
HoldTime from the triggering Join/Prune message.

Expiry Timer Expires
The Expiry Timer for the (S,G,rpt) downstream state machine on interface |
expires.
The (S,G,rpt) downstream state machine on interface | transitions to the Nolnfo
state.

Transitions from Prune-Pending-Tmp State

When in Prune-Pending-Tmp (PP’) state and processing a compound Join/Prune message,
the following e&ents may trigger a transition:
Receve Prune(S,G,rpt)
The compound Join/Prune message contains a Prune(S,G,rpt).
The (S,G,rpt) downstream state machine on interface | transitions back to the
Prune-Pending state. The Expiry Timer (ET) is restarted, set to maximum of its
current value and the HoldTime from the triggering Join/Prune message.

End of Message
The end of the compound Join/Prune message is reached.

The (S,G,rpt) downstream state machine on interface | transitions to the Nolnfo
state. ETand PPT are canceled.

Transitions from PruneTmp State

When in PruneTmp (P’) state and processing a compound Join/Prune message, the
following events may trigger a transition:
Receve Prune(S,G,rpt)
The compound Join/Prune message contains a Prune(S,G,rpt).
The (S,G,rpt) downstream state machine on interface | transitions back to the
Prune state. The Expiry Timer (ET) is restarted, set to maximum of its current
value and the HoldTime from the triggering Join/Prune message.

End of Message
The end of the compound Join/Prune message is reached.

The (S,G,rpt) downstream state machine on interface | transitions to the Nolnfo
state. ETis canceled.

Notes:
Receiving a Prune(*,G) does not affect the (S,G,rpt) downstream state machine.

Receiving a Join(*,*,RP) does not affect the (S,G,rpt) downstream state machine. If a

router has originated Join(*,*,RP) and pruned a souffdié wsing Prune(S,G,rpt), then to

receve that source again it should explicitly re-join using Join(S,G,rpt) or Join(*,G). In

some LAN topologies it is possible for a router sendingvaJoin(*,*,RP) to hare o wait

as much as a Join/Prune Interval before noticing that it needsrtale a neighbor’s

preexisting Prune(S,G,rpt). This is considered acceptable, as (*,*,RP) state is intended to be
used only in long-lied and persistent scenarios.
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4.5.5. Sending*,*,RP) Join/Prune Messages

The per-interface state machines for (*,*,RP) hold join state from downstream PIM routers.
This state then determines whether a router needs to propagate a Join(*,*,RP) upstream
towards the RP.

If a router wishes to propagate a Join(*,*,RP) upstream, it must also watch for messages on
its upstream interface from other routers on that subnet, and these may modify its behavior.
If it sees a Join(*,*,RP) to the correct upstream neighibsinould suppress its own

Join(*,*,RP). Ifit sees a Prune(*,*,RP) to the correct upstream neigfttshiould be

prepared to erride that prune by sending a Join(*,*,RP) almost immediatéilyally, if it

sees the Generation ID (see Section 4.3) of the correct upstream neighbor change, it knows
that the upstream neighbor has lost state, and it should be prepared to refresh the state by
sending a Join(*,*,RP) almost immediately.

In addition, if the MRIB changes to indicate that the next hojarts the RP has changed,
the router should prunefdfom the old next hop and joinvards the ne next hop.

The upstream (*,*,RP) state machine contains ontydates:

Not Joined
The downstream state machines and local membership information do not indicate
that the router needs to join the (*,*,RP) tree for this RP.

Joined

The downstream state machines and local membership information indicate that the
router should join the (*,*,RP) tree for this RP.

In addition, one timer JT(*,*,RP) is kept that is used to trigger the sending of a Join(*,*,RP)
to the upstream next hopaterds the RPNBR(RPF_interface(RP), MRIB.next_hop(RP)).

Join Timer Expires See Join(** RP) to MRIB.next_hop(RP)

i * * . . . .
{gg?go\?glq'i(rﬁé?t?{ periodic] [Raise Join Timer to t_joinsuppress]

See Prune(*,*,RP)

JoinDesired(**,RP)->TRU to MRIB.next_hop(RP)

[Send Join(*,*,RP)]
A-FimeT to t_petiodi

[Lower Join Timer to
randomized
prune-override interval]

JoinDesired(*;*;RP)->FALSE
[Send Prune(*,*,RP)]
[Cancel Join Timer]

MRIB.next_hop(RP)
GenlID changes

NBR(RPF_interface(RP), MRIB.next_hop(RP)) changes
[Send Join(*,*,RP) to new next hop]

[Send Prune(*,*,RP) to old next hop]

[Set Join Timer to t_periodic]

Figure 6: Upstream (*,*,RP) state machine
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Upstream (*,*,RP) state machine in tabular form:

Event
Prev Sate JoinDesired(*,*,RP) JoinDesired(*,*,RP)
-True - False
- J date -
NotJoined (NJ) Send Join(*,*,RP); Set
Join Timer to t_periodic
Joined (J) - - NJ state
Send Prune(*,*,RP);
Cancel Join Timer

In addition, we hee the following transitions, which occur within the Joined state:

In Joined (J) State

Timer Expires See Join(*,*,RP) See Prune(*,*,RP)
to MRIB. to MRIB.
next_hop(RP) next_hop(RP)

Send Join(*,*,RP); Increase Join Decrease Join

Set Join Timer to Timer to Timer tot_eerride

t_periodic t_joinsuppress

In Joined (J) State

NBR(RPF_interface(RP), MRIB.next_hop(RP) GenlD
MRIB.next_hop(RP)) changes changes

Send Join(*,*,RP) to ne next Decrease Join Timer to
hop; Send Prune(*,*,RP) to old t_override

next hop; set Join Timer to

t_periodic

This state machine uses the following macro:

bool JoinDesired(*,*, RP) {
if inmediate olist(*,*, RP) # NULL
return TRUE
el se
return FALSE

}

JoinDesired(*,*,RP) is true when the router has rexkf*,*,RP) Joins from any

downstream intedce. Notdhat although JoinDesired is true, the rowteehding of a

Join(*,*, RP) message may be suppressed by another router sending a Join(*,*,RP) onto the
upstream interface.
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Transitions from NotJoined State

When the upstream (*,*,RP) state machine is in NotJoined state, the follovemgeay
trigger a state transition:

JoinDesired(*,*,RP) becomes True

The downstream state for (*,*,RP) has changed so that at least one interface is in
immediate_olist(*,*,RP), making JoinDesired(*,*,RP) become True.

The upstream (*,*,RP) state machine transitions to Joined state. Send
Join(*,*,RP) to the appropriate upstream neighldrvich is
NBR(RPF_interface(RP), MRIB.®re hop(RP)). Sethe Join Timer (JT) to
expire after t_periodic seconds.

Transitions from Joined State

When the upstream (*,*,RP) state machine is in Joined state, the follovens enay
trigger state transitions:

JoinDesired(*,*,RP) becomes False

The downstream state for (*,*,RP) has changed so no interface is in
immediate_olist(*,*,RP), making JoinDesired(*,*,RP) become False.

The upstream (*,*,RP) state machine transitions to NotJoined state. Send
Prune(*,*,RP) to the appropriate upstream neighibich is
NBR(RPF_interface(RP), MRIB.®we hop(RP)). Cancehe Join Timer (JT).

Join Timer Expires

The Join Timer (JT) expires, indicating time to send a Join(*,*,RP)

Send Join(*,*,RP) to the appropriate upstream neighduich is
NBR(RPF_interface(RP), MRIB.®re hop(RP)). Restathe Join Timer (JT) to
expire after t_periodic seconds.

See Join(*,*,RP) to MRIB.next_hop(RP)

This event is only releant if RPF_interface(RP) is a shared medium. This router
sees another router on RPF_interface(RP) send a Join(*,*,RP) to

NBR(RPF _interface(RP), MRIB.re hop(RP)). Thizauses this router to
suppress its own Jain.

The upstream (*,*,RP) state machine remains in Joined state.

Let t_joinsuppress be the minimum of t_suppressed and the HoldTime from the
Join/Prune message triggering thisrd.

If the Join Timer is set to expire in less than t_joinsuppress seconds, reset it so
that it expires after t_joinsuppress seconds. If the Join Timer is set to expire in
more than t_joinsuppress secondsydseiaunchanged.

See Prune(*,*,RP) to MRIB.next_hop(RP)

Fenneret d.

This event is only releant if RPF_interface(RP) is a shared medium. This router
sees another router on RPF_interface(RP) send a Prune(*,*,RP) to

NBR(RPF _interface(RP), MRIB.®we hop(RP)). Aghis router is in Joined state,
it must verride the Prune after a short random interval.

The upstream (*,*,RP) state machine remains in Joined state. If the Join Timer is
set to expire in more than wa@ride seconds, reset it so that it expires after
t_override seconds. If the Join Timer is set to expire in less thamtide

seconds, leg it unchanged.
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NBR(RPF_interface(RP), MRIB.next_hop(RP)) changes
A change in the MRIB routing base causes the next hegrds the RP to
change.

The upstream (*,*,RP) state machine remains in Joined state. Send Join(*,*,RP)
to the nev upstream neighbpwhich is the ner value of

NBR(RPF_interface(RP), MRIB.we_hop(RP)). Sen@&rune(*,*,RP) to the old
upstream neighbpwhich is the old value of NBR(RPF_interface(RP),
MRIB.next_hop(RP)). Sethe Join Timer (JT) to expire after t_periodic seconds.

MRIB.next_hop(RP) GenID changes
The Generation ID of the router that is MRIB.next_hop(RP) changes. This
normally means that this neighbor has lost state, and so the state must be
refreshed.

The upstream (*,*,RP) state machine remains in Joined state. If the Join Timer is
set to expire in more than tveride seconds, reset it so that it expires after
t override seconds.

4.5.6. Sending*,G) Join/Prune Messages

The per-interface state machines for (*,G) hold join state from downstream PIM routers.
This state then determines whether a router needs to propagate a Join(*,G) upstream
towards the RP.

If a router wishes to propagate a Join(*,G) upstream, it must also watch for messages on its
upstream interface from other routers on that subnet, and these may modify its béhavior

it sees a Join(*,G) to the correct upstream neighbsitould suppress its own Join(*,G). If

it sees a Prune(*,G) to the correct upstream neiglittsiiould be prepared toverride that

prune by sending a Join(*,G) almost immediatdfinally, if it sees the Generation ID (see
Section 4.3) of the correct upstream neighbor change, it knows that the upstream neighbor
has lost state, and it should be prepared to refresh the state by sending a Join(*,G) almost
immediately.

If a (*,G) Assert occurs on the upstream interface, and this changes thissrinigiz 0f the
upstream neighbpit should be prepared to ensure that the Assert winnevaseaf
downstream routers by sending a Join(*,G) almost immediately.

In addition, if the MRIB changes to indicate that the next hejartis the RP has changed,
and either the upstream interface changes or there is no Assert winner on the upstream
interface, the router should pruné fobm the old next hop and joinvtards the ne/ next

hop.

The upstream (*,G) state machine only contairs dates:

Not Joined

The downstream state machines indicate that the router does not need to join the RP
tree for this group.

Joined
The downstream state machines indicate that the router should join the RP tree for this
group.
In addition, one timer JT(*,G) is kept that is used to trigger the sending of a Join(*,G) to the
upstream next hopwards the RPRPF'(*,G).
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R : See Join(*,G) to RPF'(*,G)
\[Jgémgl‘%?rz(lfg]res [Raise Join Timer to t_joinsuppress]

[Set Join Timer to t_periodic] /

See Prune(*,G)
0|nDe5|red(* ) >TRUE to RPF’(*,G)

[Send Join(*,G)]

[SetJomTlmertot periodic] ‘
not
Jomed

JoinDesired(*,G)->FALSE
[Send Prune(*,G)]
[Cancel Join Timer]

RPF'(*,G) GenlD [Lower Join Timer to

changes randomized
prune-override interval]

RPF'(*,G) changes
due to an Assert

RPF'(*,G) changes not due to assert
[Send Join(*,G) to new RPF'(*,G)]
[Send Prune(*,G) to old RPF'(*,G)]
[Set Join Timer to t_periodic]

Figure 7: Upstream (*,G) state machine

Upstream (*,G) state machine in tabular form:

Event
Prev Sate JoinDesired(*,G) JoinDesired(*,G)
- True - False
- J date -
NotJoined (NJ) Send Join(*,G); Set Join
Timer to t_periodic
Joined (J) - - NJ state
Send Prune(*,G);
Cancel Join Timer

In addition, we hee the following transitions, which occur within the Joined state:

In Joined (J) State

Timer Expires See Join(*,G) to | See Prune(*,G) to RPF'(*,G)
RPF'(*,G) RPF'(*,G) changes due to an
Assert
Send Join(*,G); Increase Join Decrease Join Decrease Join
Set Join Timerto | Timer to Timer to t_weerride Timer to t_w@erride
t_periodic t_joinsuppress

In Joined (J) State

RPF'(*,G) changes not due to RPF'(*,G) GenID changes
an Assert

Send Join(*,G) to ne next hop; Decrease Join Timer to
Send Prune(*,G) to old next t_override

hop; Set Join Timer to

t_periodic
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This state machine uses the following macro:

bool JoinDesired(*, G {
if (imediate_olist(*, G # NULL OR
(Joi nDesired(*,*, RP(G) AND
AssertWnner(*, G RPF_interface(RP(G)) # NULL))
return TRUE
el se
return FALSE

}

JoinDesired(*,G) is true when the router has forwarding state that would cause it to forward
traffic for G using shared tree state. Note that although JoinDesired is true, the router’s
sending of a Join(*,G) message may be suppressed by another router sending a Join(*,G)
onto the upstream interface.

Transitions from NotJoined State

When the upstream (*,G) state machine is in NotJoined state, the follovemgneay
trigger a state transition:

JoinDesired(*,G) becomes True
The macro JoinDesired(*,G) becomes True, e.g., because the downstream state
for (*,G) has changed so that at least one interface is in immediate_olist(*,G).

The upstream (*,G) state machine transitions to Joined state. Send Join(*,G) to
the appropriate upstream neighbahich is RPF'(*,G). Set the Join Timer (JT)
to expire after t_periodic seconds.

Transitions from Joined State

When the upstream (*,G) state machine is in Joined state, the follovanis enay trigger
state transitions:

JoinDesired(*,G) becomes False
The macro JoinDesired(*,G) becomes False, e.g., because the downstream state
for (*,G) has changed so no interface is in immediate_olist(*,G).

The upstream (*,G) state machine transitions to NotJoined state. Send
Prune(*,G) to the appropriate upstream neighibich is RPF'(*,G). Cancel
the Join Timer (JT).

Join Timer Expires
The Join Timer (JT) expires, indicating time to send a Join(*,G)

Send Join(*,G) to the appropriate upstream neightdoich is RPF'(*,G).
Restart the Join Timer (JT) to expire after t_periodic seconds.

See Join(*,G) to RPF'(*,G)
This event is only rel@ant if RPF_interface(RP(G)) is a shared medium. This
router sees another router on RPF_interface(RP(G)) send a Join(*,G) to
RPF'(*,G). Thiscauses this router to suppress its own Join.

The upstream (*,G) state machine remains in Joined state.

Let t_joinsuppress be the minimum of t_suppressed and the HoldTime from the
Join/Prune message triggering thierg. If the Join Timer is set to expire in less
than t_joinsuppress seconds, reset it so that it expires after t_joinsuppress
seconds. Ithe Join Timer is set to expire in more than t_joinsuppress seconds,
leave it unchanged.
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See Prune(*,G) to RPF'(*,G)
This event is only rel@ant if RPF_interface(RP(G)) is a shared medium. This
router sees another router on RPF_interface(RP(G)) send a Prune(*,G) to
RPF'(*,G). Asthis router is in Joined state, it mustgide the Prune after a
short random interval.

The upstream (*,G) state machine remains in Joined state. If the Join Timer is set
to expire in more than tverride seconds, reset it so that it expires after

t_override seconds. If the Join Timer is set to expire in less thamtide

seconds, leg it unchanged.

RPF'(*,G) changes due to an Assert
The current next hopwards the RP changes due to an Assert(*,G) on the
RPF_interface(RP(G)).

The upstream (*,G) state machine remains in Joined state. If the Join Timer is set
to expire in more than tverride seconds, reset it so that it expires after

t_override seconds. If the Join Timer is set to expire in less thasrtrige

seconds, leg it unchanged.

RPF’(*,G) changes not due to an Assert
An event occurred that caused the next hopamls the RP for G to change. This
may be caused by a change in the MRIB routing database or the group-to-RP
mapping. Notehat this transition does not occur if an Assert isvacnd the
upstream interface does not change.

The upstream (*,G) state machine remains in Joined state. Send Join(*,G) to the
new upstream neighbopwhich is the ne value of RPF’(*,G). Send Prune(*,G)

to the old upstream neighhavhich is the old value of RPF'(*,G). Use the new
vaue of RP(G) in the Prune(*,G) message or all zeros if RP(G) becomes
unknown (old value of RP(G) may be used instead to imgpbehavior in routers
implementing older versions of this spec). Set the Join Timer (JT) to expire after
t periodic seconds.

RPF'(*,G) GenlD changes
The Generation ID of the router that is RPF’(*,G) changes. This normally means
that this neighbor has lost state, and so the state must be refreshed.

The upstream (*,G) state machine remains in Joined state. If the Join Timer is set
to expire in more than tverride seconds, reset it so that it expires after
t override seconds.

4.5.7. SendindS,G) Join/Prune Messages

The per-interface state machines for (S,G) hold join state from downstream PIM routers.
This state then determines whether a router needs to propagate a Join(S,G) upstream
towards the source.

If a router wishes to propagate a Join(S,G) upstream, it must also watch for messages on its
upstream interface from other routers on that subnet, and these may modify its béhavior

it sees a Join(S,G) to the correct upstream neigfitstiould suppress its own Join(S,G). If

it sees a Prune(S,G), Prune(S,G,rpt), or Prune(*,G) to the correct upstream neighbor

towards S, it should be prepared teeride that prune by scheduling a Join(S,G) to be sent
almost immediatelyFinally, if it sees the Generation ID of its upstream neighbor change, it
knows that the upstream neighbor has lost state, and it should refresh the state by scheduling
a bin(S,G) to be sent almost immediately.
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If a (S,G) Assert occurs on the upstream interface, and this changes the this ilr#ef
the upstream neighhdt should be prepared to ensure that the Assert winnevaseaf
downstream routers by scheduling a Join(S,G) to be sent almost immediately.

In addition, if MRIB changes cause the next haparas the source to change, and either
the upstream interface changes or there is no Assert winner on the upstream interface, the
router should send a prune to the old next hop and a join toviheesehop.

The upstream (S,G) state machine only contaiossaies:

Not Joined
The downstream state machines and local membership information do not indicate
that the router needs to join the shortest-path tree for this (S,G).

Joined
The downstream state machines and local membership information indicate that the
router should join the shortest-path tree for this (S,G).

In addition, one timer JT(S,G) is kept that is used to trigger the sending of a Join(S,G) to the
upstream next hopwards S, RPF'(S,G).

Join Timer Expires See Join(S,G) to RPF(S,6)
[Send Join(S.G)] [Raise Join Timer to t_joinsuppress]

[Set Join Timer to t_ periodic]
\ / See Prune(S,G)
to RPF'(S,G)

JoinDesired(S,G)->TRUE
[Send Join(S,G)]
[Set Join Timer to t_periodic]

See Prune(S,G,rpt)

to RPF'(S,G)

(note 1)

See Prune(*,G) [Lower Join Timer to

; randomized
to RPF'(S,G) prune—override interval]
(note 1)

RPF'(S,G) GenID
changes

RPF'(S,G) changes
due to an Assert

JoinDesired(S,
[Send Prune(S,G)]

[Set SPThit(S,G) to FALSE]
[Cancel Join Timer]

RPF’'(S,G) changes not due to assert
[Send Join(S,G) to new RPF'(S,G)]
[Send Prune(S,G) to old RPF'(S,G)]

[Set Join Timer to t_periodic] Note 1: For interoperability with
- implemtations of RFC 2362

Figure 8: Upstream (S,G) state machine

Fenneret d. Standard§rack [Page 54]



RFC 4601

PIM-SM Specification

Upstream (S,G) state machine in tabular form:

February 2006

Event
Prev Sate JoinDesired(S,G) JoinDesired(S,G)
~True - False
NotJoined (NJ) - J date -
Send Join(S,G); Set
Join Timer to t_periodic
Joined (J) - - NJ state

Send Prune(S,G); Set
SPThit(S,G) to FALSE;
Cancel Join Timer

In addition, we hee the following transitions, which occur within the Joined state:

In Joined (J) State

Timer Expires

See Join(S,G) to
RPF'(S,G)

See Prune(S,G) to
RPF'(S,G)

See Prune
(S,G,mpt) to
RPF'(S,G)

Send Join(S,G);
Set Join Timer to
t_periodic

Increase Join
Timer to
t_joinsuppress

Decrease Join
Timer to t_woerride

Decrease Join
Timer to t_woerride

In Joined (J) State

See Prune(*,G) to
RPF'(S,G)

RPF'(S,G)
changes not due
to an Assert

RPF'(S,G) GenlD
changes

RPF'(S,G)
changes due to an
Assert

Decrease Join
Timer tot_eerride

Send Join(S,G) to
new next hop;

Send Prune(S,G) tg
old next hop; Set

Decrease Join
Timer tot_eerride

Decrease Join
Timer to t_eerride

Join Timer
t_periodic

to

This state machine uses the following macro:

bool

JoinDesired(S, G {

return( imediate_olist(S, G # NULL

OR ( KeepaliveTiner(S, G

}

JoinDesired(S,G) is true when the router has forwarding state that would cause it to forward

i s running

AND inherited olist(S, G # NULL ) )

traffic for G using source tree state. The source tree state can be as a result of @gher acti
source-specific join state, or the (S,G) Keeqalimer and actie ron-source-specific state.
Note that although JoinDesired is true, the roatending of a Join(S,G) message may be
suppressed by another router sending a Join(S,G) onto the upstream interface.

Transitions from NotJoined State

When the upstream (S,G) state machine is in NotJoined state, the follewingnay
trigger a state transition:
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JoinDesired(S,G) becomes True

The macro JoinDesired(S,G) becomes True, e.g., because the downstream state
for (S,G) has changed so that at least one interface is in inherited_olist(S,G).

The upstream (S,G) state machine transitions to Joined state. Send Join(S,G) to
the appropriate upstream neighbwhich is RPF’(S,G). Set the Join Timer (JT)
to expire after t_periodic seconds.

Transitions from Joined State

When the upstream (S,G) state machine is in Joined state, the follmsimg may trigger
state transitions:

JoinDesired(S,G) becomes False

The macro JoinDesired(S,G) becomes False, e.g., because the downstream state
for (S,G) has changed so no interface is in inherited_olist(S,G).

The upstream (S,G) state machine transitions to NotJoined state. Send
Prune(S,G) to the appropriate upstream neighidaich is RPF’(S,G). Cancel
the Join Timer (JT), and set SPThit(S,G) to FALSE.

Join Timer Expires

The Join Timer (JT) expires, indicating time to send a Join(S,G)

Send Join(S,G) to the appropriate upstream neighbach is RPF'(S,G).
Restart the Join Timer (JT) to expire after t_periodic seconds.

See Join(S,G) to RPF'(S,G)

This event is only releant if RPF_interface(S) is a shared medium. This router
sees another router on RPF_interface(S) send a Join(S,G) to RPF'(S,G). This
causes this router to suppress its own Join.

The upstream (S,G) state machine remains in Joined state.

Let t_joinsuppress be the minimum of t_suppressed and the HoldTime from the
Join/Prune message triggering thierg. If the Join Timer is set to expire in less
than t_joinsuppress seconds, reset it so that it expires after t_joinsuppress
seconds. Ithe Join Timer is set to expire in more than t_joinsuppress seconds,
leave it unchanged.

See Prune(S,G) to RPF'(S,G)

This event is only releant if RPF_interface(S) is a shared medium. This router
sees another router on RPF_interface(S) send a Prune(S,G) to RPF'(S,G). As
this router is in Joined state, it mustoide the Prune after a short random
interval.

The upstream (S,G) state machine remains in Joined state. If the Join Timer is
set to expire in more than wvesride seconds, reset it so that it expires after
t_override seconds.

See Prune(S,G,rpt) to RPF'(S,G)

Fenneret d.

This event is only rel@ant if RPF_interface(S) is a shared medium. This router
sees another router on RPF_interface(S) send a Prune(S,G,rpt) to RPF'(S,G). If
the upstream router is an RFC-2362-compliant PIM rothien the

Prune(S,G,rpt) will cause it to stop fawding. For backwards compatibilityhis
router should werride the prune so that forwarding continues.

The upstream (S,G) state machine remains in Joined state. If the Join Timer is
set to expire in more than wvesride seconds, reset it so that it expires after
t override seconds.
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See Prune(*,G) to RPF'(S,G)
This event is only releant if RPF_interface(S) is a shared medium. This router
sees another router on RPF_interface(S) send a Prune(*,G) to RPF'(S,G). If the
upstream router is an RFC-2362-compliant PIM rquiten the Prune(*,G) will
cause it to stop forarding. For backwards compatibilityhis router should
overide the prune so that forwarding continues.

The upstream (S,G) state machine remains in Joined state. If the Join Timer is
set to expire in more than tveride seconds, reset it so that it expires after
t override seconds.

RPF'(S,G) changes due to an Assert
The current next hopwards S changes due to an Assert(S,G) on the
RPF_interface(S).

The upstream (S,G) state machine remains in Joined state. If the Join Timer is
set to expire in more than tveride seconds, reset it so that it expires after
t_override seconds. If the Join Timer is set to expire in less thasrtige

seconds, leg it unchanged.

RPF'(S,G) changes not due to an Assert
An event occurred that caused the next hopamls S to change. Note that this
transition does not occur if an Assert iseetnd the upstream interface does not
change.

The upstream (S,G) state machine remains in Joined state. Send Join(S,G) to the
new upstream neighbpwhich is the n& value of RPF'(S,G). Send Prune(S,G)

to the old upstream neighbavhich is the old value of RPF’'(S,G). Set the Join
Timer (JT) to expire after t_periodic seconds.

RPF'(S,G) GenlD changes
The Generation ID of the router that is RPF’(S,G) changes. This normally means
that this neighbor has lost state, and so the state must be refreshed.
The upstream (S,G) state machine remains in Joined state. If the Join Timer is

set to expire in more than tvaride seconds, reset it so that it expires after
t override seconds.

4.5.8. (S,G,pt) Periodic Messages

(S,G,rpt) Joins and Prunes are (S,G) Joins or Prunes sent on the RP tree with the RPT bit
set, either to modify the results of (*,G) Joins, orverode the behavior of other upstream
LAN peers. The next section describes the rules for sending triggered messages. This
section describes the rules for including a Prune(S,G,rpt) message with a Join(*,G).
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When a router is going to send a Join(*,G), it should use the following pseudocode, for each
(S,G) for which it has state, to decide whether to include a Prune(S,G,rpt) in the compound
Join/Prune message:

if( SPThit(S, G == TRUE ) {
# Note: If receiving (S,G) on the SPWe aly prune ofthe
# shared tree if the RPF neighbors differ.
if( RPF(*, G # RPF (S, 06 ) {
add Prune(S, G rpt) to conmpound nessage

} else if ( inherited olist(S,Grpt) == NULL ) {
# Note: all (*,G) olist interfaces recsid RPT prunes for (S,G).
add Prune(S,Grpt) to conpound nessage

} elseif ( RPF (*, G # RPF (S, Grpt) {
# Note: we joined the shared tree, but there was an (S,G) assert
# and the source tree RPF neighbor is different.
add Prune(S,Grpt) to conpound nessage

}

Note that Join(S,G,rpt) is normally sent not as a periodic message, but only as a triggered
message.

4.5.9. StateMachine for (S,G,rpt) Triggered Messages

The state machine for (S,G,rpt) triggered messages is required per-(S,G) when there is (*,G)
or (*,*,RP) join state at a routeand the router or anof its upstream LAN peers wishes to
prune S dfthe RP tree.
There are three states in the state machine. One of the states is when there is neither (*,G)
nor (*,*,RP(G)) join state at this routelf there is (*,G) or (*,*,RP(G)) join state at the
router then the state machine must be at one of the otlvestées. Thehree states are:
Pruned(S,G,rpt)

(*,G) or (*,*,RP(G)) Joined, but (S,G,rpt) pruned
NotPruned(S,G,rpt)

(*,G) or (*,*,RP(G)) Joined, and (S,G,rpt) not pruned
RPTNotJoined(G)

neither (*,G) nor (*,*,RP(G)) has been joined.
In addition, there is an (S,G,rpt) Override Tim@r(S,G,rpt), which is used to delay
triggered Join(S,G,rpt) messages tospne implosions of triggered messages.
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(S,G,rpt) Overide Timer Fires
[Send Join(S,G,rpt)]
[Leave Override Timer unset]

Inherited_olist(S,G,rpt)
N

RPF'(S,G,rpt)
Set/lower
PruneDesired —>FAL See (S,6) (don't raise)
[Cancel O Prune to (S,G,rpt)

RPF'(S,G.rpt) - Gverride Timer

to randomized
prune_override
interval

PruneDesired
(S,G,rpt)—>FRUE RPF'(S,G,rpt)
changes to be
the same as

RPF'(*,G)

RPTJoinDesjred(G)
—> FALSE

S,G,1pt)->FALSE
[Send Join(S,G,rpt)]

See Join(S,G,rpt)
to RPF'(S,G,rpt)
[Cancel Override Timer]

Figure 9: Upstream (S,G,rpt) state machine for triggered messages

Upstream (S,G,rpt) state machine for triggered messages in tabular form:

Event
Prev Sate PruneDesired | PruneDesired RPTJom inherited_olist
(S,G,rpt) (S,G,rpt) Desired(G) | (S,G,mpt)
= True - False - False ~non-NULL
RPTNotJoined - P gate - - - NP state
(G) (NJ)
- - NP state - NJ state -
Pruned Send Join
(S,G,rpt) (P) (S.G.rpt)
NotPruned Send Prune Cancel OT
(S,G,rpt) (NP) (S,G,rpt);
Cancel OT

Additionally, we havethe following transitions within the NotPruned(S,G,rpt) state, which

are all used for pruneverride behavior.

In NotPruned(S,G,rpt) State
Override See Prune See Join See Prune RPF’ (S,G,mpt)
Timer expires | (S,G,rpt) to (S,G,rpt) to (S,G) to RPF' | -~ RPF' (*,G)
RPF’ (S,G,rpt) | RPF' (S,G,rpt) | (S,G,rpt)
Send Join OT = min(OT, Cancel OT OT = min(OT, | OT = mn(QT,
(S,G,rpt); Leae | t_override) t_override) t_override)
OT unset

Note that theri n function in the abee date machine considers a non-running timer to

have an infinite value (e.gm n(not - r unni ng,
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This state machine uses the following macros:

bool RPTJoi nDesired(Q {
return (JoinDesired(*, G OR JoinDesired(*,*, RP(GQ))
}

RPTJoinDesired(G) is true when the router has forwarding state that would cause it to
forward traffic for G using either (*,G) or (*,*,RP) shared tree state.

bool PruneDesired(S, G rpt) {
return ( RPTJoi nDesired(G AND
( inherited olist(S Grpt) == NULL
OR (SPTbhit (S, G ==TRUE
AND (RPF (*, G # RPF' (S, Q) )))
}

PruneDesired(S,G,rpt) can only be true if RPTJoinDesired(G) is true. If
RPTJoinDesired(G) is true, then PruneDesired(S,G,rpt) is true either if there are no
outgoing interfaces that S would be forwarded on, or if the router has &(6)
forwarding state but RPF'(*,& RPF'(S,G).

The state machine contains the following transiticents:

See Join(S,G,rpt) to RPF'(S,G,rpt)
This event is only releant in the "Not Pruned" state.
The router sees a Join(S,G,rpt) from someone else to RPF'(S,G,rpt), which is the
correct upstream neighbolf we're in "NotPruned" state and the (S,G,rpt) Override
Timer is running, then this is because weehaeen triggered to send our own
Join(S,G,rpt) to RPF'(S,G,rpt). Someone else beat us to it, sosthereéed to send
our own Join.

The action is to cancel the Override Timer.

See Prune(S,G,rpt) to RPF'(S,G,rpt)
This event is only rel@ant in the "NotPruned" state.
The router sees a Prune(S,G,rpt) from someone else to RPF'(S,G,rpt), which is the
correct upstream neighbolf we're in the "NotPruned" state, then we want to
continue to recee taffic from S destined for G, and that traffic is being supplied by
RPF'(S,G,rpt). Thusye need to eerride the Prune.

The action is to set the (S,G,rpt) Override Timer to the randomized pvenale
interval, t_werride. Howvever, if the Override Timer is already running, we only set
the timer if doing so would set it to a lowetlwe. Atthe end of this interval, if noone
else has sent a Join, then we will do so.

See Prune(S,G) to RPF'(S,G,rpt)
This event is only releant in the "NotPruned" state.
This transition and action are the same as theeabansition and action, except that
the Prune does not¥yathe RPT bit set. This transition is necessary to be compatible
with routers implemented from RFC2362 that domaintain separate (S,G) and
(S,G,rpt) state.

The (S,G,rpt) prune Override Timer expires
This event is only releant in the "NotPruned" state.

When the Override Timer expires, we must send a Join(S,G,rpt) to RPF'(S,G,rpt) to
overide the Prune message that caused the timer to be runigaly send this if
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RPF'(S,G,rpt) equals RPF'(*,G); if this were not the case, then the Join might be sent
to a router that does notvea®,G) or (*,*,RP(G)) Join state, and so the behavior
would not be well defined. If RPF'(S,G,rpt) is not the same as RPF'(*,G), then it may
stop forwarding S. Howeer, if this happens, then the router will send an
AssertCancel(S,G), which would then cause RPF’(S,G,rpt) to become equal to
RPF (*,G) (see below).

RPF'(S,G,rpt) changes to become equal to RPF'(*,G)
This esent is only rel@ant in the "NotPruned" state.

RPF'(S,G,rpt) can only be different from RPF'(*,G) if an (S,G) Assert has happened,
which means that traffic from S is arriving on the S#id so Prune(S,G,rpt) will ke
been sent to RPF'(*,G). When RPF’(S,G,rpt) changes to become equal to RPF'(*,G),
we need to trigger a Join(S,G,rpt) to RPF'(*,G) to cause that router to start forwarding
S ayan.
The action is to set the (S,G,rpt) Override Timer to the randomized pvenale
interval t_werride. Hovever, if the timer is already running, we only set the timer if
doing so would set it to a lowealue. Atthe end of this interval, if noone else has
sent a Join, then we will do so.

PruneDesired(S,G,rpt)» TRUE
See macro alve. This esent is releant in the "NotPruned" and "RPTNotJoined(G)"
states.

The router wishes to reae traffic for G, but does not wish to reeeitraffic from S
destined for G. This causes the router to transition into the Pruned state.

If the router was previously in NotPruned state, then the action is to send a
Prune(S,G,rpt) to RPF'(S,G,rpt), and to cancel the Override Tithere router was
previously in RPTNotJoined(G) state, then there is no need to trigger an action in this
state machine because sending a Prune(S,G,rpt) is handled by the rules for sending the
Join(*,G) or Join(*,*,RP).

PruneDesired(S,G,rpt)-» FALSE
See macro alve. This transition is only relant in the "Pruned" state.

If the router is in the Pruned(S,G,rpt) state, and PruneDesired(S,G,rpt) changes to
FALSE, this could be because the router no longer has RPTJoinDesired(G) true, or it
now wishes to recee raffic from S agin. Ifit is the formerthen this transition

should not happen, but instead the "RPTJoinDesired @)_SE" transition should
happen. Thughis transition should be interpreted as

"PruneDesired(S,G,rpt) FALSE AND RPTJoinDesired(G)==TRUE".

The action is to send a Join(S,G,rpt) to RPF'(S,G,rpt).
RPTJoinDesired(G)- FALSE
This event is relevant in the "Pruned" and "NotPruned" states.

The router no longer wishes to reaeany taffic destined for G on the RRee. This
causes a transition to the RPTNotJoined(G) state, and the Override Timer is canceled
if it was running. A further actions are handled by the appropriate upstream state
machine for (*,G) or (*,*,RP).

inherited_olist(S,G,rpt) becomes non-NULL
This transition is only relant in the RPTNotJoined(G) state.

The router has joined the RP tree (handled by the (*,G) or (*,*,RP) upstream state
machine as appropriate) and wants to keceaffic from S. This does not trigger any
events in this state machine, but causes a transition to the NotPruned(S,G,rpt) state.
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4.5.10. Backgound: (*,*,RP) and (S,G,rpt) Interaction

In Sections 4.5.8 and 4.5.9, the mechanisms for sending periodic and triggered (S,G,rpt)
messages are described. The astute reader will note that periodic Prune(S,G,rpt) messages
are only sent in PIM Join/Prune messages containing a Join(*,G), whereas it is possible for
a triggered Prune(S,G,rpt) message to be sent when the router has no (*,G) join state. This
may seem lik a ontradiction, but in fact it is intentional and is a side effect of not

optimizing (*,*,RP) behavior.

We first note that reception of a Join(*,*,RP) by itself does not cancel (S,G,rpt) prune state
on that interface, whereas receiving a Join(*,G) by itself does cancel (S,G,rpt) prune state
on that interice. Similarlyreception of a Prune(*,G) on an interface with (*,*,RP) join

state does not by itself prent forwarding of G using the (*,*,RP) state; this is because a
Prune(*,G) only serves to cancel (*,G) join state. Conceptually (*,*,RP) state functions
"above" the normal (*,G) and (S,G) mechanisms, and so neither Join(*,*,RP) nor
Prune(*,*,RP) messages affectyasther state.

The upshot of this is that to pemt forwarding (S,G) on (*,*,RP) state, a Prune(S,G,rpt)
must be used.

We dso note that for historical reasons there is no Assert(*,*,RP) message, so any
forwarding contention is resolved using Assert(*,G) messages.

We row reed to consider the interaction between (*,*,RP) state and (*,G) state. If there is a
need for an assert betweerotupstream routers on a LAN, we need to ensure that the

correct thing happens for all combinations of (*,*,RP) and (*,G) forwarding state. As there

is no Assert(*,*,RP) message, no router can tell whether the assert winner has (*,*,RP) state
or (*,G) state. Thus, a downstream router has to treat théhewsame and send its periodic
Prune(S,G,rpt) messages to RPF'(*,G).

To avoid needing to specify all the comgleverride rules between (*,*,RP), (*,G), and
(S,G,rpt), we simply require that to prune (S,G)tbé (*,*,RP) tree, a Join(*,G) must also
be sent.

If a router is receiving on (*,*,RP) state and has not yet had (*,G) state instantiated, it may
still need to send a triggered Join(S,G,rpt)verade a Prune(S,G,rpt) that it sees directed

to RPF'(*,G) on its upstream intade. Hencetriggered (S,G,rpt) messages may be sent
when JoinDesired(*,G) is false but JoinDesired(*,*,RP) is true.

Finally, we rote that there is an unoptimized case when the upstream router on a LAN
already has (*,G) join and (S,G,rpt) prune state caused by an existing downstreanifrouter
at this time a n& Join(*,*,RP) is sent to the upstream router from a different downstream
router this will not override the (S,G,rpt) prune state at the upstream roiites override

will not occur until the next time the original downstream router resends its Prune(S,G,rpt).
This case was not considered worth optimizing, as (*,*,RP) state is generally very long
lived, and so anminor delays in getting traffic to awePMBR seem unimportant.
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4.6. PIM Assert Messages

Where multiple PIM routers peeve a shared LAN, it is possible for more than one

upstream router to kia valid forwarding state for a packet, which can lead to packet

duplication (see Section 3.6). PIM does not attempt teeptehis from occurring. Instead,

it detects when this has happened and elects a single forwarder amongst the upstream

routers to preent further duplication. This election is performed using PIM Assert

messages. Assartessages are also raaei by downstream routers on the LAN, and these

cause subsequent Join/Prune messages to be sent to the upstream router that won the Assert.

In general, a PIM Assert message should only be accepted for processing if it comes from a
known PIM neighbar A PIM router hears about PIM neighbors through PIM Hello

messages. H router receies an Assert message from a particular IP source address and it
has not seen a PIM Hello message from that source address, then the Assert message
SHOULD be discarded without further processing. In addition, if the Hello message from a
neighbor was authenticated using the IPsec Authentication Header (AH) (see Section 6.3),
then all Assert messages from that neighbor MUST also be authenticated using IPsec AH.

We rote that some older PIM implementations incorrectly fail to send Hello messages on
point-to-point interfaces, so we also RECOMMEND that a configuration option be provided
to allow interoperation with such older routers, but that this configuration option SHOULD
NOT be enabled by default.

4.6.1. (S,GAssert Message State Machine
The (S,G) Assert state machine for interface | is shown in Figure 10. There are three states:

Nolnfo (NI)
This router has no (S,G) assert state on interface .

| am Assert Winner (W)
This router has won an (S,G) assert on interface I. ltisraeponsible for
forwarding traffic from S destined for G out of interface I. Irrespedt whether it is
the DR for I, while a router is the assert winriteis dso responsible for forwarding
traffic onto | on behalf of local hosts on | thavbaade membership requests that
specifically refer to S (and G).

| am Assert Loser (L)
This router has lost an (S,G) assert on interface I. 1t must not forward packets from S
destined for G onto interface I. If it is the DR on |, it is no longer responsible for
forwarding traffic onto | to satisfy local hosts with membership requests that
specifically refer to S and G.

In addition, there is also an Assert Timer (AT) that is used to time out asserts on the assert
losers and to resend asserts on the assert winner.
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(S,G) data packet arrives on |
AND CouldAssert(S,G,I)==TRUE

Receive inferior assert with
RPTDbit clear
AND CouldAssert(S,G,l)==TRUE

February 2006

Assert Timer Expires
[A3]

[AL]
CouldAssert(S,G,l)->FALSE
A4]

Receive acceptable assert

ith RPTbit clear AND

rtTrackingDesired(S,G,l)
UE

Receive preferred
assert

[A2]

AssertTrackingDesired (S,G,l) —>FALSE [A5]

My metric becomes better
than AssertWinnerMetric [A5]

| stops being RPF_if(S) [A5]

Receive Join(S,G) on | [A5]

Receive acceptable assBeceive preferred
with RPTbit clear from assert
current winner [A2]

[A2

Receive inferior assert
[A3]

Actions:

A1l: [Send Assert(S,G)]
[Set Assert Timer to Assert_Time —
Assert_Overide_Interval]
[Store self as AssertWinner(S,G,1)]
[Store own spt metric as
AssertWinnerMetric(S,G,1)]

A2: [Set Assert Timer to Assert_Time]
[Store winner as
AssertWinner(S,G,1)]
[Store winner’'s metric as
AssertWinnerMetric(S,G,1)]

A3: [Send Assert(S,G)]
[Set Assert Timer to Assert_Time —
Assert_Override_|Interval]

A4: [Send AssertCancel(S,G)]
[Delete assert info]

Ab: [Delete assert info]

AB: [Store assert winner and metric]
[Set Assert Timer to Assert_Time]
[If I is RPF_interface(S)
AND (UpstreamJPState(S,G) == true)
then set SPThit(S,G)]

Figure 10: Per-interface (S,G) Assert State machine
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Per-interface (S,G) Assert State machine in tabular form:

February 2006

In Nolnfo (NI) State

Receve Inferior Receve Assert Data arrives from Receve

Assert with with RPTbit set StoGonland Acceptable Assert
RPTbit clear and and CouldAssert CouldAssert with RPThbit clear
CouldAssert (S,G,) (8,G,) and AssTrDes
(S,G,)) (S,G,)

- W dtate - W dtate - W dtate - L state

[Actions A1l] [Actions A1l] [Actions A1l] [Actions AG]

In I Am Assert Winner (W) State

Assert Timer Receve Inferior Receve Peferred CouldAssert
Expires Assert Assert (S,G,l) » FALSE
- W state - W dtate - L state - NI state
[Actions A3] [Actions A3] [Actions A2] [Actions A4]
In I Am Assert Loser (L) State
Receie Receve Receie Assert Timer Current
Preferred Acceptable Inferior Assert Expires Winner's
Assert Assert with or Assert GenlID
RPTbit clear Cancel from Changes or
from Current Current NLT Expires
Winner Winner
- L state - L state - NI state - NI state - NI state
[Actions A2] [Actions A2] [Actions A5] [Actions A5] [Actions A5]

In I Am Assert Loser (L) State

AssTrDes (S,G,l) my_metric - RPF_interface (S) Receve Jin(S,G)

- FALSE better than stops being | on interface |
winner’s metric

- NI state - NI state - NI state - NI State

[Actions A5] [Actions A5] [Actions A5] [Actions A5]

Note that for reasons of compactness, "AssTrDes(S,G,l)" is used in the state machine table
to refer to AssertTrackingDesired(S,G,I).

Terminology:
A "preferred assert" is one with a better metric than the current winner.

An "acceptable assert" is one that has a better metric than
my_assert _netric(S, G 1). Anassertis neer considered acceptable if its
metric is infinite.

An "inferior assert" is one with a worse metric than
my_assert_netric(S, G 1). Anassertis neer considered inferior if
my_assert_netric(S, G 1) isinfinite.
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The state machine uses the following macros:

Coul dAssert (S, GI) =
SPThi t (S, G ==TRUE
AND (RPF_interface(S) # 1)
AND (I in ( ( joins(*,*, RP(Q) & joins(*, G ©
prunes(S, Grpt) )
& ( piminclude(*, G o pimexclude(S, G )
© |l ost_assert(*, QG
® joins(S, G & piminclude(S, G ) )
CouldAssert(S,G,) is true for downstream interfaces that would be in the
inherited_olist(S,G) if (S,G) assert information was not taken into account.

Assert Tracki ngDesired(S, GI1) =
(I in ( (joins(*,*, RP(Q) @& joins(*,Q o
prunes(S, Grpt) )
& ( piminclude(*, G o pimexclude(S, G )
© lost_assert(*,Q
® joins(S, QG ) )
OR (local _receiver_include(S, Gl) == TRUE
AND (I _am DR(I1) OR (AssertWnner(S, Gl) == ne)))

OR ((RPF_interface(S) == 1) AND (JoinDesired(S, G ==
TRUE) )
OR ((RPF_interface(RP(Q) == 1) AND (JoinDesired(*, G ==

TRUE)
AND (SPTbit (S, G == FALSE))

AssertTrackingDesired(S,G,|) is true oryanterface in which an (S,G) assert might affect
our behavior.

The first three lines of AssertTrackingDesired account for (*,G) join and local membership
information recaied on | that might cause the router to be interested in asserts on I.

The 4th line accounts for (S,G) join information reedion | that might cause the router to
be interested in asserts on |.

The 5th and 6th lines account for (S,G) local membership information on I. Note that we
cant use the pim_include(S,G) macro since it uses lost_assert(S,G,l) and would result in the
router forgetting that it lost an assert if the only reason it was interested was local
membership. ThAssertWinner(S,G,|) check forces an assert winner to keep on being
responsible for forwarding as long as local reawsiare present. Removing this check

would male the assert winner g p forwarding as soon as the information that originally
caused it to forward wentay, and the task of forwarding for local regetis would reert

back to the DR.

The last three lines account for the fact that a router must keep track of assert information
on upstream interfaces in order to send joins and prunes to the proper neighbor.

Transitions from Nolnfo State
When in Nolnfo state, the followingrents may trigger transitions:

Receve Inferior Assert with RPThit cleared AND CouldAssert(S,G,I)==TRUE
An assert is receed for (S,G) with the RPT bit cleared that is inferior to our own
assert metric. The RPT bit cleared indicates that the sender of the assert had
(S,G) forwarding state on this intade. Ifthe assert is inferior to our metric,
then we must also ke (S,G) forwarding state (i.e., CouldAssert(S,G,I)==TRUE)
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as (S,G) asserts beat (*,G) asserts, and so we should be the assert\Wnner
transition to the "I am Assert Winner" state and perform Actions Al (below).

Receve Assert with RPTbit set AND CouldAssert(S,G,)==TRUE
An assert is receed for (S,G) on | with the RPT bit set §ta ¢,G) assert).
CouldAssert(S,G,l) is TRUE only if we Y& (S,G) forwarding state on this
interface, so we should be the assert winiée fransition to the "I am Assert
Winner" state and perform Actions Al (below).

An (S,G) data packet arrives on interface I, AND CouldAssert(S,G,I)==TRUE
An (S,G) data packet avad on an @wnstream interface that is in our (S,G)
outgoing interface listWe timistically assume that we will be the assert
winner for this (S,G), and so we transition to the "I am Assert Winner" state and
perform Actions Al (below), which will initiate the assert negotiation for (S,G).
Receve Acceptable Assert with RPT bit clear AND
AssertTrackingDesired(S,G,l)==TRUE
We're interested in (S,G) Asserts, either because | is a downstream interface for
which we hae (S,G) or (*,G) forwarding state, or because | is the upstream
interface for S and we ha (S,G) forwarding state. The rewed assert has a
better metric than our own, so we do not win the As3&d.transition to "l am
Assert Loser" and perform Actions A6 (below).

Transitions from "l am Assert Winner" State

When in "l am Assert Winner" state, the followingets trigger transitions:

Assert Timer Expires
The (S,G) Assert Timemxeires. Aswe're in the Winner state, we must stilMea
(S,G) forwarding state that is aaiy being kept alre. We resend the (S,G)
Assert and restart the Assert Timer (Actions A3 W¢loNotethat the assert
winner’'s Assert Timer is engineered to expire shortly before timers on assert
losers; this prneents unnecessary thrashing of the forwarder and periodic flooding
of duplicate packets.

Receve Inferior Assert
We receve an (S,G) assert or (*,G) assert mentioning S that has a worse metric
than our avn. Whoever sent the assert is in err@nd so we resend an (S,G)
Assert and restart the Assert Timer (Actions A3 below).

Receve Preferred Assert
We receve an (S,G) assert that has a better metric than o dAe transition to
"l am Assert Loser" state and perform Actions A2 (b@loNotethat this may
affect the value of JoinDesired(S,G) and PruneDesired(S,G,rpt), which could
cause transitions in the upstream (S,G) or (S,G,rpt) state machines.

CouldAssert(S,G,l) - FALSE
Our (S,G) forwarding state or RPF interface changed so as to make
CouldAssert(S,G,l) becomalge. V¢ can no longer perform the actions of the
assert winnerand so we transition to Nolnfo state and perform Actions A4
(below). Thisincludes sending a "canceling assert" with an infinite metric.

Transitions from "l am Assert Loser" State

When in "l am Assert Loser" state, the following transitions can occur:
Receve Peferred Assert
We receve an assert that is better than that of the current assert wiNdeday
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in Loser state and perform Actions A2 belo

Receve Acceptable Assert with RPTbit clear from Current Winner

We receve an assert from the current assert winner that is better than our own
metric for this (S,G) (although the metric may be worse than the winner’s
previous metric).We day in Loser state and perform Actions A2 belo

Receve Inferior Assert or Assert Cancel from Current Winner

We receve an assert from the current assert winner that is worse than our own
metric for this group (typicallypecause the winnermetric became worse or
because it is an assert cancéle ransition to Nolnfo state, deleting the (S,G)
assert information and allowing the normal PIM Join/Prune mechanisms to
operate. Usuallywe will eventually re-assert and win when data packets from S
have darted flowing again.

Assert Timer Expires

The (S,G) Assert Timerxpires. W transition to Nolnfo state, deleting the (S,G)
assert information (Actions A5 below).

Current Winner' s GenlD Changes or NI Expires

The Neighbor Lyeness Timer associated with the current winner expires or we
receve a Hllo message from the current winner reporting a different GenlD
from the one it previously reported. This indicates that the current winner’s
interface or router has gone down (and mayhlmme back up), and so we must
assume it no longer knows it was the winnéfe transition to the Nolnfo state,
deleting this (S,G) assert information (Actions A5 below).

AssertTrackingDesired(S,G,l)- FALSE

AssertTrackingDesired(S,G,l) becomed BE. Ourforwarding state has
changed so that (S,G) Asserts on interface | are no longer of interesbi us.
transition to the Nolnfo state, deleting the (S,G) assert information.

My metric becomes better than the assert winnes' metric

my_assert_metric(S,G,l) has changed so thatmyg assert metric for (S,G) is

better than the metric weveadored for current assert winnefhis might

happen when the underlying routing metric changes, or when CouldAssert(S,G,I1)
becomes true; for example, when SPThit(S,G) becomes\adransition to

Nolnfo state, delete this (S,G) assert state (Actions A5 below), amdthio

normal PIM Join/Prune mechanisms to operate. Uswadiyill eventually re-

assert and win when data packets from & #arted flowing again.

RPF_interface(S) stops being interface |

Interface | used to be the RPF interface for S, amdinis not. We transition to
Nolnfo state, deleting this (S,G) assert state (Actions A5 below).

Receve Jin(S,G) on Interface |

Fenneret d.

We receve a &in(S,G) that has the Upstream Neighbor Address field set to my
primary IP address on interface I. The action is to transition to Nolnfo state,
delete this (S,G) assert state (Actions A5 below), andrdlle normal PIM
Join/Prune mechanisms to operate. If wiansent the Join was in errdghen the
normal assert mechanism willemtually re-applyand we will lose the assert
acpin. Havever, whoever sent the assert may kwdhat the previous assert
winner has died, and so we may end up being thefasvarder.
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(S,G) Assert State machine Actions

Al: SendAssert(S,G).
Set Assert Timer to (Assert_Time - Assert_Override_Interval).
Store self as AssertWinner(S,G,|).
Store spt_assert_metric(S,l) as AssertWinnerMetric(S,G,1).

A2: Storenew assert winner as AssertWinner(S,G,l) and assert winner metric as
AssertWinnerMetric(S,G,l).
Set Assert Timer to Assert_Time.

A3: SendAssert(S,G).
Set Assert Timer to (Assert_Time - Assert_Override_Interval).

A4. SendAssertCancel(S,G).
Delete assert info (AssertWinner(S,G,l) and AssertWinnerMetric(S,G,1) will then
return their default values).

A5: Deleteassert info (AssertWinner(S,G,l) and AssertWinnerMetric(S,G,l) will then
return their default values).

A6: Storenew assert winner as AssertWinner(S,G,l) and assert winner metric as
AssertWinnerMetric(S,G,I).
Set Assert Timer to Assert_Time.
If (I is RPF_interface(S)) AND (UpstreamJPState(S,G) == true) set SPThit(S,G)
to TRUE.

Note that some of these actions may cause the value of JoinDesired(S,G),
PruneDesired(S,G,rpt), or RPF'(S,G) to change, which could cause further transitions in
other state machines.

4.6.2. (*,G)Assert Message State Machine
The (*,G) Assert state machine for interface | is shown in Figure 11. There are three states:

Nolnfo (NI)
This router has no (*,G) assert state on interface I.

| am Assert Winner (W)
This router has won an (*,G) assert on interface I. It 8 rasponsible for
forwarding traffic destined for G onto interface | with the exception of traffic for
which it has (S,G) "l am Assert Loser" state. Irrespeati whether it is the DR for I,
it is also responsible for handling the membership requests for G from local hosts on I.

| am Assert Loser (L)
This router has lost an (*,G) assert on interface I. It must not forward packets for G
onto interface | with the exception of traffic from sources for which is has (S,G) "l am
Assert Winner" state. If it is the DR, it is no longer responsible for handling the
membership requests for group G from local hosts on |I.

In addition, there is also an Assert Timer (AT) that is used to time out asserts on the assert
losers and to resend asserts on the assert winner.

When an Assert message is reaed with a source address other than zero, a PIM
implementation must first match it against the possiblevents in the (S,G) assert state
machine and process any transitions and actions, befwonsidering whether the
Assert message matches against the (*,G) assert state machine.

It is important to note that NO TRANSITION CAN OCCUR in the (*,G) state
machine as a result of receiving an Assert message unless the (S,G) assert state
machine for the relesant S and G is in the "Nolnfo" state after the (S,G) state machine
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has processed the message. Also, NO TRANSITION CAN OCCUR in the (*,G) state
machine as a result of receiving an assert message if that message triggers any change
of state in the (S,G) state machine. Obviouslywhen the source address in the recad
message is set to zero, an (S,G) state machine for the S and G does not exist and can be
assumed to be in the "Nolnfo" state.

For example, if both the (S,G) and (*,G) assert state machines are in the Nolnfo state when
an Assert message aw$, and the message causes the (S,G) state machine to transition to
either "W" or "L" state, then the assert will not be processed by the (*,G) assert state
machine.

Another example: if the (S,G) assert state machine is in "L" state when an assert message is
receved, and the assert metric in the message is worse than

ny_assert_netric(S, G 1), then the (S,G) assert state machine will transition to

Nolnfo state. In such a case, if the (*,G) assert state machine were in Nolnfo state, it might
appear that it would transition to "W" state, but this is not the case because this message
already triggered a transition in the (S,G) assert state machine.

(S,G) data packet arrives on |
AND CouldAssert(*,G,I)==TRUE

Assert Timer Expires
[A3]

Receive inferior assert with
RPThit set AND
CouldAssert(*,G,l)==TRUE
A1)

CouldAssert(*,G,l)->FALSE
[A4]

Receive inferior assert
[A3]

Any of the following

Reteive acceptable assert Receive prg
Receive inferior assert or assert  ith RPThit set AND Wltzh RPThif set
cancel from current Winner [A5]  AssertFrackingDesired(*,G,1) [A2]

Assert Timer Expires [A5]
Actions:
Current Winner's GenlD Ehanges
or Neighbor Liveness Timerexpires [A5] Al: [Send Assert(*,G)]
[Set Assert Timer to Assert_Time —
Assert_Override_Interval]
[Store self as AssertWinner(*,G,1)]
[Store own rpt metric as
AssertWinnerMetric(*,G,1)]

AssertTrackingDesired(*,G,l) —>FALSE [A5]

My metric becomes better
than AssertWinnerMetric [A5]

A2: [Set Assert Timer to Assert_Time]
[Store winner as
AssertWinner(*,G,1)]
[Store winner's metric as
AssertWinnerMetric(*,G,1)]

| stops being RPF_if(RP(G)) [A5]

Receive Join(*,G)
or Join(*,*,RP(G)) on | [A5]

A3: [Send Assert(*,G)]
[Set Assert Timer to Assert_Time —

Receive acceptable  Receive preferred Assert_Override_Interval]
assert from assert

current winner with RPTbit set A4: [Send AssertCancel(*,G)]
with RPThit set [A2] [Delete Assert Info]

[A2]

A5: [Delete Assert Info]

Figure 11: Per-interface (*,G) Assert State machine
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Per-interface (*,G) Assert State machine in tabular form:

In Nolnfo (NI) State

Receve Inferior Data arrives for G on | Receie Acceptable
Assert with RPTbit set and CouldAssert Assert with RPTbit set
and *,G,) and AssTrDes (*,G,I)
CouldAssert(*,G,I)

- W state - W dtate - L state

[Actions Al] [Actions Al] [Actions A2]

In I Am Assert Winner (W) State
Assert Timer Receve Inferior Receve Preferred CouldAssert
Expires Assert Assert (*,G,)) - FALSE
- W state - W state - L state - NI state
[Actions A3] [Actions A3] [Actions A2] [Actions A4]
In I Am Assert Loser (L) State
Receve Receve Receve Assert Timer Current
Preferred Acceptable Inferior Assert Expires Winner's
Assert with Assert from or Assert GenID
RPTbit set Current Cancel from Changes or
Winner with Current NLT Expires
RPTbit set Winner

- L state - L state - NI state - NI state - NI state
[Actions A2] [Actions A2] [Actions A5] [Actions A5] [Actions A5]

In I Am Assert Loser (L) S

tate

AssTrDes (*,G,I) my_metric - RPF_interface Receve Jin(*,G)
- FALSE better than (RP(G)) stops or Join
Winner's metric being | (*,*,RP(G)) on
Interface |
- NI state - NI state - NI state - NI State
[Actions A5] [Actions A5] [Actions A5] [Actions A5]

The state machine uses the following macros:

Coul dAssert(*,G 1) =
(I

& pi minclude(*, Q

in ( joins(*,*, RP(Q) & joins(*,Q

) )

AND (RPF_interface(RP(GQG) # 1)

CouldAssert(*,G,) is true on downstream interfaces for which we [fa,RP(G)) or
(*,G) join state, or local members that requestgdteaific destined for G.

Assert Tracki ngDesired(*, G 1) =
Coul dAssert (*, G I)
OR (1 ocal _receiver_incl ude(

AND (I _am DR(1) OR AssertWnner(*,G 1)
OR (RPF_interface(RP(Q) ==

Fenneret d.

* G 1)==TRUE

Standardgrack

== ITB))
AND RPTJoi nDesired( Q)
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AssertTrackingDesired(*,G,|) is true onyaimterface on which an (*,G) assert might affect
our behavior.

Note that for reasons of compactness, "AssTrDes(*,G,I)" is used in the state machine table
to refer to AssertTrackingDesired(*,G,I).
Terminology:

A "preferred assert" is one with a better metric than the current winner.

An "acceptable assert" is one that has a better metric than

my_assert_netric(*, G 1). Anassertis neer considered acceptable if its
metric is infinite.

An "inferior assert" is one with a worse metric than
my_assert _metric(*, G 1). Anassertis neer considered inferior if
my_assert_netric(*, G 1) isinfinite.

Transitions from Nolnfo State

When in Nolnfo state, the followingrents trigger transitions, but only if the (S,G) assert
state machine is in Nolnfo state before and after consideration of theedemessage:

Receve Inferior Assert with RPThit set AND CouldAssert(*,G,)==TRUE
An Inferior (*,G) assert is recesd for G on Interface . If CouldAssert(*,G,I) is
TRUE, then | is our downstream interface, and weel{gG) forwarding state on
this interface, so we should be the assert wint transition to the "l am
Assert Winner" state and perform Actions Al (below).

A data packet destined for G arrves on interface |, AND
CouldAssert(*,G,l)==TRUE
A data packet destined for G aetd on a ewnstream interface that is in our
(*,G) outgoing interface listWe therefore belige we should be the forwarder

for this (*,G), and so we transition to the "l am Assert Winner" state and perform
Actions Al (below).

Receve Acceptable Assert with RPT bit set AND
AssertTrackingDesired(*,G,l)==TRUE
We're interested in (*,G) Asserts, either because | is a downstream interface for
which we hae ¢,G) forwarding state, or because | is the upstream interface for
RP(G) and we hee (*,G) forwarding state We get a (*,G) Assert that has a
better metric than our own, so we do not win the As3##.transition to "l am
Assert Loser" and perform Actions A2 (below).

Transitions from "I am Assert Winner" State

When in "l am Assert Winner" state, the followingpets trigger transitions, but only if the
(S,G) assert state machine is in Nolnfo state before and after consideration of ted recei
message:
Receve Inferior Assert
We receve a ¢,G) assert that has a worse metric than aum.oWhoeer sent the
assert has lost, and so we resend a (*,G) Assert and restart the Assert Timer
(Actions A3 below).
Receve Preferred Assert

We receve a {,G) assert that has a better metric than eum.o\We transition to
"I am Assert Loser" state and perform Actions A2 (below).
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When in "l am Assert Winner" state, the followingpets trigger transitions:

Assert Timer Expires
The (*,G) Assert Timenires. Aswe're in the Winner state, then we must still
have (,G) forwarding state that is aetly being kept alie. To prevent
unnecessary thrashing of the forwarder and periodic flooding of duplicate
packets, we resend the (*,G) Assert and restart the Assert Timer (Actions A3
below).

CouldAssert(*,G,l) -~ FALSE
Our (*,G) forwarding state or RPF interface changed so as to make
CouldAssert(*,G,l) becomefse. V¢ can no longer perform the actions of the
assert winnerand so we transition to Nolnfo state and perform Actions A4
(below).

Transitions from "I am Assert Loser" State

When in "l am Assert Loser" state, the followingpats trigger transitions, but only if the
(S,G) assert state machine is in Nolnfo state before and after consideration of ted recei
message:

Receve Preferred Assert with RPThit set
We receve a {,G) assert that is better than that of the current assert wikiveer
stay in Loser state and perform Actions A2 kelo

Receve Acceptable Assert from Current Winner with RPThit set
We receve a £,G) assert from the current assert winner that is better than our
own metric for this group (although the metric may be worse than the winner’s
previous metric).We day in Loser state and perform Actions A2 velo

Receve Inferior Assert or Assert Cancel from Current Winner
We receve an assert from the current assert winner that is worse than our own
metric for this group (typically because the winseretric became worse or is
now an asert cancel)\We transition to Nolnfo state, delete this (*,G) assert state
(Actions A5), and allev the normal PIM Join/Prune mechanisms to operate.
Usually, we will eventually re-assert and win when data packets for@ ha
started flowing again.

When in "l am Assert Loser" state, the followingrts trigger transitions:

Assert Timer Expires

The (*,G) Assert Timerxires. W transition to Nolnfo state and delete this
(*,G) assert info (Actions A5).

Current Winner’ s GenlD Changes or NI Expires
The Neighbor Lyeness Timer associated with the current winner expires or we
receve a Hello message from the current winner reporting a different GenlD
from the one it previously reported. This indicates that the current winner’s
interface or router has gone down (and mayhlmme back up), and so we must
assume it no longer knows it was the winnéke transition to the Nolnfo state,
deleting the (*,G) assert information (Actions Ab).

AssertTrackingDesired(*,G,l) - FALSE
AssertTrackingDesired(*,G,l) becomeALFSE. Ourforwarding state has

changed so that (*,G) Asserts on interface | are no longer of interest\deus.
transition to Nolnfo state and delete this (*,G) assert info (Actions A5).
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My metric becomes better than the assert winnes metric
My routing metric, rpt_assert_metric(G,l), has changed so thatmoassert
metric for (*,G) is better than the metric wevhatored for current assert winner.
We transition to Nolnfo state, delete this (*,G) assert state (Actions A5), and
allow the normal PIM Join/Prune mechanisms to operate. Usuadiill
evaentually re-assert and win when data packets for@ Karted flowing again.

RPF_interface(RP(G)) stops being interface |
Interface | used to be the RPF interface for RP(G), anditie not. We
transition to Nolnfo state and delete this (*,G) assert state (Actions A5).
Receve Join(*,G) or Join(*,*,RP(G)) on interface |
We receve a &in(*,G) or a Join(*,*,RP(G)) that has the Upstream Neighbor
Address field set to my primary IP address on interface I. The action is to
transition to Nolnfo state, delete this (*,G) assert state (Actions A5), and allow
the normal PIM Join/Prune mechanisms to operate. If wvan@ent the Join was
in error, then the normal assert mechanism wittrgually re-applyand we will
lose the assert amn. However, whoever sent the assert may kwahat the
previous assert winner has died, so we may end up beingwhemerder.

(*,G) Assert State machine Actions

Al: SendAssert(*,G).
Set Assert Timer to (Assert_Time - Assert_Override_Interval).
Store self as AssertWinner(*,G,I).
Store rpt_assert_metric(G,l) as AssertWinnerMetric(*,G,1).

A2: Storenew assert winner as AssertWinner(*,G,l) and assert winner metric as
AssertWinnerMetric(*,G,I).
Set Assert Timer to Assert_Time.

A3: SendAssert(*,G)
Set Assert Timer to (Assert_Time - Assert_Override_Interval).

A4. SendAssertCancel(*,G).
Delete assert info (AssertWinner(*,G,l) and AssertWinnerMetric(*,G,1) will then
return their default values).

A5: Deleteassert info (AssertWinner(*,G,l) and AssertWinnerMetric(*,G,l) will then
return their default values).

Note that some of these actions may cause the value of JoinDesired(*,G) or RPF'(*,G)) to
change, which could cause further transitions in other state machines.

4.6.3. AssertMetrics
Assert metrics are defined as:

struct assert_netric {
rpt_bit flag;
metric_preference;
route netric;
i p_address;
1
When comparing assert_metrics, the rpt_bit_flag, metric_preference, and route_metric field
are compared in ordewhere the first lower value wins. If all fields are equal, the primary
IP address of the router that sourced the Assert message is used as a tigwtieder
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highest IP address winning.

An assert metric for (S,G) to include in (or compare against) an Assert message sent on
interface | should be computed using the following pseudocode:

assert_netric
my_assert _metric(S, Gl) {
i f( CouldAssert(S,Gl) == TRUE ) {
return spt_assert_netric(S,1)
} else if( CouldAssert(*,Gl) == TRUE ) {
return rpt_assert _metric(G 1)
} else {
return infinite assert_netric()
}

}

spt_assert _nmetric(S,|) givesthe assert metric we use if we're sending an assert
based on aacté (S,G) forwarding state:

assert_netric
spt _assert_netric(S, 1) {

return {O, MRIB.pref(S), MRIB.nmetric(S), ny_ip_address(Il)}
}

rpt_assert_metric(G 1) gives the assert metric we use if we're sending an assert
based only on (*,G) forwarding state:

assert_netric
rpt _assert _netric(G1) {

return {1, MRIB.pref(RP(GQ ), VRIB.nmetric(RP(G ), ny_ip_address(l)}
}

MRI B. pref (X) andMRI B. met ri c( X) are the routing preference and routing metrics
associated with the route to a particular (unicast) destination X, as determined by the MRIB.
my i p_address(1) is simply the routes primary IP address that is associated with the
local interface I.

infinite_assert_netric() gives the assert metric we need to send an assert but
don't match either (S,G) or (*,G) forwarding state:

assert_netric
infinite assert _netric() {

return {1,infinity,infinity, 0}
}

4.6.4. AssertCanceMessages

An AssertCancel message is simply an RPT Assert message but with infinite metric. It is
sent by the assert winner when it deletes the forwarding state that had caused the assert to
occur Other routers will see this metric, and it will causg atier router that has

forwarding state to send its own assert, and te ta& forwarding.

An AssertCancel(S,G) is an infinite metric assert with the RPT bit set that names S as the
source.

An AssertCancel(*,G) is an infinite metric assert with the RPT bit set and the source set to
zero.
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AssertCancel messages are simply an optimization. The original Assert timeout mechanism
will allow a aubnet to gentually become consistent; the AssertCancel mechanism simply
causes faster coergence. Naspecial processing is required for an AssertCancel message,
since it is simply an Assert message from the current winner.

4.6.5. AsseriState Macros

The macros$ ost _assert (S, Grpt,1),lost_assert(S, Gl),ad
| ost _assert(*, G |) are used in the olist computations of Section 4.1, and are defined

as:
bool lost _assert(S, Grpt,l) {
if ( RPF_interface(RP(Q) == R
( RPF_interface(S) == 1 AND SPThit(S, G == TRUE ) ) {
return FALSE
} else {
return ( AssertWnner(S, G 1) # NULL AND
AssertWnner (S, Gl) # nme )
}
}
bool lost_assert(S, G1) {
if ( RPF_interface(S) ==1 ) {
return FALSE
} else {
return ( AssertWnner (S, Gl) # NULL AND
AssertWnner (S, G 1) # ne AND
(AssertWnnerMetric(S, G1l) is better
than spt_assert_netric(S, 1) )
}
}

Note: the term "AssertWinnerMetric(S,G,l) is better than spt_assert_metric(S,1)" is required
to correctly handle the transition phase when a router has (S,G) join state, but has not yet set
the SPT bit. In this case, it needs to ignore the assert state if it will win the assert once the

SPThit is set.
bool lost _assert(*,G1) {
if ( RPF_interface(RP(Q) ==1 ) {
return FALSE
} else {
return ( AssertWnner(*,G 1) # NULL AND
AssertWnner(*,Gl) # nme )
}
}
Assert Wnner (S, G 1) is the IP source address of the Assert(S,G) packet that won an
Assert.
Assert W nner (*, G |) is the IP source address of the Assert(*,G) packet that won an
Assert.

Assert Wnner Metric(S, G |) isthe Assert metric of the Assert(S,G) packet that
won an Assert.
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Assert Wnner Metric(*, G I) isthe Assert metric of the Assert(*,G) packet that
won an Assert.

Assert W nner (S, G | ) defaults to NULL andAssert W nner Metri c(S, G |)
defaults to Infinity when in the Nolnfo state.

Summary of Assert Rules and Rationale

This section summarizes theykles for sending and reacting to asserts and the rationale
for these rules. This section is not intended to be and should not be treated as\adefiniti
specification of protocol behaviolhe state machines and pseudocode should be consulted
for that purpose. Rathghis section is intended to document important aspects of the
Assert protocol behavior and to provide information that mayephelpful to the reader in
understanding and implementing this part of the protocol.

1. Behaior: Downstream neighbors send Join(*,G) and Join(S,G) periodic messages to
the appropriate RPF’ neighbade., the RPF neighbor as modified by the assert
process. Theare not alvays sent to the RPF neighbor as indicated by the MRIB.
Normal suppression and@ride rules apply.

Rationale: By sending the periodic and triggered Join messages to the RPF’ neighbor
instead of to the RPF neighbtre downstream routevaids re-triggering the Assert
process withery Join. A side effect of sending Joins to the Assert winner is that
traffic will not switch back to the "normal” RPF neighbor until the Assert times out.
This will not happen until data stops flowing, if item 8, belis implemented.

2. Behaior: The assert winner for (*,G) acts as the local DR for (*,G) on behalf of
IGMP/MLD members.

Rationale: This is required to alca sngle router to merge PIM and IGMP/MLD
joins and leges. Wthout this, eerrides dont work.

3. Behaior: The assert winner for (S,G) acts as the local DR for (S,G) on behalf of
IGMPV3 members.

Rationale: Same rationale as for item 2.

4. Behaior: (S,G) and (*,G) pruneverrides are sent to the RPF’ neighbor and not to the
regular RPF neighbor.

Rationale: Same rationale as for item 1.

5. Behaior: An (S,G,rpt) pruneerride is not sent (at all) if RPF'(S,G,rpt)RPF'(*,G).
Rationale: Thiseids keeping state ak o the (S,G) tree when only (*,G)
downstream members are left. Alsovbias sending (S,G,rpt) joins to a router that is

not on the (*,G) tree. This behavior might be confusing although this specification
does indicate that such a join should be dropped.

6. Behaior: An assert loser that reges a din(S,G) with an Upstream Neighbor
Address that is its primary IP address on that interface cancels the (S,G) Assert Timer.

Rationale: This is necessary in order teehepid cowergence in the went that the
downstream router that initially sent a join to the prior Assert winner has undergone a
topology change.

7. Behaior: An assert loser that reges a din(*,G) or a Join(*,*,RP(G)) with an
Upstream Neighbor Address that is its primary IP address on that interface cancels the
(*,G) Assert Timer and all (S,G) assert timers that do ne¢ karresponding
Prune(S,G,rpt) messages in the compound Join/Prune message.
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Rationale: Same rationale as for item 6.

8. Behaior: An assert winner for (*,G) or (S,G) sends a canceling assert when it is about
to stop forwarding on a (*,G) or an (S,G) entiihis behavior does not apply to
(S,G,rpt).
Rationale: This allows switching back to the shared tree after the last SPT router on the
LAN leaves. Doingthis prevents downstream routers on the shared tree from keeping
SPT state ale.

9. Behaior: Resend the assert messages before timing out an assert. (This behavior is
optional.)

Rationale: This prgents the periodic duplicates that would otherwise occur each time
that an assert times out and is then re-established.

10. Behaior: When RPF’(S,G,rpt) changes to be the same as RPF'(*,G) we need to
trigger a Join(S,G,rpt) to RPF'(*,G).

Rationale: This allows switching back to the RPT after the last SPT membes. lea

4.7. PIM Bootstrap and RP Discoery

For correct operation,\very PIM router within a PIM domain must be able to map a
particular multicast group address to the samelRifis is not the case, then black holes
may appeamwhere some recairs in the domain cannot regeiome groups.A domain in
this context is a contiguous set of routers that all implement PIM and are configured to
operate within a common boundary.

A notable exception to this is where a PIM domain is broken up into multiple adminestrati
scope regions; these are regions where a border has been configured so that a range of
multicast groups will not be forwarded across that borler more information on
Administratively Scoped IP Multicast, see RFC 2365. The modified criteria for admin-
scoped regions are that the region isveanith respect to forwarding based on the MRIB,
and that all PIM routers within the scope region map scoped groups to the same RP within
that region.

This specification does not mandate the use of a single mechanism to provide routers with
the information to perform the group-to-RP mapping. Currently four mechanisms are
possible, and all four ka associated problems:

Static Configuration
A PIM router MUST support the static configuration of group-to-RP mappings. Such
a mechanism is not robust to failures, but does at least provide a basic interoperability
mechanism.

Embedded-RP
Embedded-RP defines an address allocationypioliwhich the address of the
Rendezvous Point (RP) is encoded in an IPv6 multicast group address [17].

Cisco’s Auto-RP
Auto-RP uses a PIM Dense-Mode multicast group to announce group-to-RP
mappings from a central location. This mechanism is not useful if PIM Dense-Mode
is not being run in parallel with PIM Sparse-Mode, and was only intended for use
with PIM Sparse-Mode Version 1. No standard specification currently exists.

BootStrap Router (BSR)
RFC 2362 specifies a bootstrap mechanism based on the automatic election of a
bootstrap router (BSR). Arrouter in the domain that is configured to be a possible
RP reports its candidato the BSR, and then a domain-wide flooding mechanism
distributes the BSR'chosen set of RPs throughout the domain. As specified in RFC
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2362, BSR is flawed in its handling of admin-scoped regions that are smaller than a
PIM domain, but the mechanism does work for global-scoped groups.

As far as PIM-SM is concerned, the only important requirement is that all routers in the
domain (or admin scope zone for scoped regions)uedw same set of group-range-to-RP
mappings. Thisnay be achied through the use of grof these mechanisms, or through
alternatve mechanisms not currently specified.

It must be operationally ensured thay &P aldress configured, learned, or advertised is
reachable from all routers in the PIM domain.

4.7.1. Goup-to-RP Mapping

Using one of the mechanisms describedvab@ AM router receres one or more possible
group-range-to-RP mappings. Each mapping specifies a range of multicast groups
(expressed as a group and mask) and the RP to which such groups should be mapped. Each
mapping may also ka an associated priority It is possible to recee rrultiple mappings,

all of which might match the same multicast group; this is the common case with BSR. The
algorithm for performing the group-to-RP mapping is as follows:

1. Performlongest match on group-range to obtain a list of RPs.

2. Fromthis list of matching RPs, find the one with highest prioriyminate aly RPs
from the list that hee lower priorities.

3. Ifonly one RP remains in the list, use that RP.
4. If multiple RPs are in the list, use the PIM hash function to choose one.

Thus, if two or more group-range-to-RP mappings/eoa particular group, the one with the
longest mask is the mapping to use. If the mappings ha same mask length, then the

one with the highest priority is chosen. If there is more than one matching entry with the
same longest mask and the priorities are identical, then a hash function (see Section 4.7.2) is
applied to choose the RP.

This algorithm is imoked by a DR vhen it needs to determine an RP forwaegigroup, e.g.,
upon reception of a packet or IGMP/MLD membership indication for a group for which the
DR does not kne the RP It is invdked by any router that has (*,*,RP) state when a packet

is receved for which there is no corresponding (S,G) or (*,G) enkyrthermore, the

mapping function is woked by dl routers upon receiving a (*,G) or (*,*,RP) Join/Prune
message.

Note that if the set of possible group-range-to-RP mappings changes, each router will need
to check whether grexisting groups are &cted. Thignay, for example, cause a DR or
acting DR to re-join a group, or cause it to restart register encapsulation tovtR®.ne

Implementation note: the bootstrap mechanism described in RFC 2362 omitted
step 1 aboveHoweveyof the implementations weegaware d, approximately

half performed step 1 anywaijote that implementations of BSR that omit step

1 will not correctly interoperate with implementations of this specification when
used with the BSR mechanism described in [11].

4.7.2. HashFunction

The hash function is used by all routers within a domain, to map a group to one of the RPs
from the matching set of group-range-to-RP mappings (this setvallfimsame longest

mask length and same highest priority). The algorithm takes as input the group address, and
the addresses of the candidate RPs from the mappings vasdgintput one RP address

to be used.
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The protocol requires that all routers hash to the same RP within a domain (except for
transients). Théollowing hash function must be used in each router:

1. For RP addresses in the matching group-range-to-RP mappings, compute a value:

Value(G,M,C(i))=
(1103515245 * (1103515245 * (G&M)+12345) XOR C(i)) + 12345) mod 2°31

where C(i) is the RP address and M is a hash-mask. If BSR is being used, the hash-
mask is g¥en in the Bootstrap messages. If BSR is not being used, the alernati
mechanism that supplies the group-range-to-RP mappings may supply the value, or
else it defaults to a mask with the most significant 30 bits being one for IPv4 and the
most significant 126 bits being one for IPv6. The hash-mask allows a small number of
consecutie goups (e.g., 4) to alays hash to the same RFor instance,
hierarchically-encoded data can be sent on conseaytiup addresses to get the same
delay and fate-sharing characteristics.

For address families other than IPv4, a 32-bit digest to be used as C(i) and G must first
be dened from the actual RP or group address. Such a digest method must be used
consistently throughout the PIM domaiFRor IPv6 addresses, we recommend using

the equraent IPv4 address for an IPv4-compatible address, and the exatnsf

each 32-bit segment of the address for all other IPv6 addrdsgesxample, the

digest of the IPv6 address 3ffe:b00:c18:1::10 would be computed as 0x3ffeOb00 ~
0x0c180001 " 0x00000000 ~ 0x00000010, where ~ represents the wxdusi

operation.

2. Thecandidate RP with the highest resulting hash value is then the RP chosen by this
Hash Function. If more than one RP has the same highest hash value, the RP with the
highest IP address is chosen.

4.8. Source-Specific Multicast

The Source-Specific Multicast (SSM) service model [6] can be implemented with a strict
subset of the PIM-SM protocol mechanisms. Both regular IP Multicast and SSM semantics
can coexist on a single routand both can be implemented using the PIM-SM protocol. A
range of multicast addresses, currently 232.0.0.0/8 in IPv4 and FF3x::/32 for IPv6, is
reserved for SSM, and the choice of semantics is determined by the multicast group address
in both data packets and PIM messages.

4.8.1. Potocol Modifications for SSM Destination Addresses

The following rules werride the normal PIM-SM behavior for a multicast address G in the
SSM range:

* A router MUST NO send a (*,G) Join/Prune message foy eeason.
* A router MUST N send an (S,G,rpt) Join/Prune message fgrraason.

» A router MUST N send a Register message foy @acket that is destined to an SSM
address.

A router MUST NQ forward packets based on (*,G) or (S,G,rpt) state. The (*,G)- and
(S,G,rpt)-related state summarization macros are NULL fpiS&M address, for the
purposes of packet forwarding.

» A router acting as an RP MUST N@orward aly Regster-encapsulated packet that has
an SSM destination address.
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The last tvo rules are present to deal withgey" routers unaare of SSM that may be
sending (*,G) and (S,G,rpt) Join/Prunes, or Register messages for SSM destination
addresses.

Additionally:

« A router MAY be mnfigured to advertise itself as a Candidate RP for an SSM address. If
so, it SHOULD respond with a Register-Stop messageyt&kagster message
containing a packet destined for an SSM address.

» A router MAY optimize out the creation and maintenance of (S,G,rpt) and (*,G) state for
SSM destination addresses -- this state is not needed for SSM packets.

4.8.2. PIM-SSM-OnlyRouters

An implementer may choose to implement only the subset of PIM Sparse-Mode that
provides SSM forwarding semantics.

A PIM-SSM-only router MUST implement the following portions of this specification:

» Upstream (S,G) state machine (Section 4.5.7)

» Downstream (S,G) state machine (Section 4.5.3)

* (S,G) Assert state machine (Section 4.6.1)

» Hello messages, neighbor digery, and DR election (Section 4.3)

» Packet forwarding rules (Section 4.2)

A PIM-SSM-only router does not need to implement the following protocol elements:

» Regster state machine (Section 4.4)

e (*,G), (S,G,mpt), and (*,*,RP) Downstream state machines (Sections 4.5.2, 4.5.4, and
4.5.1)

e (*,G), (S,G,mpt), and (*,*,RP) Upstream state machines (Sections 4.5.6, 4.5.8, and 4.5.5)
* (*,G) Assert state machine (Section 4.6.2)

» Bootstrap RP Election (Section 4.7)

» Keepalve Timer

e SPThit (Section 4.2.2)

TheKeepal i ve Ti mer should be treated asaays running, an@PTbi t should be
treated as alays being set for an SSM address.

Fenneret d. StandardSrack [Fage 81]



RFC 4601

PIM-SM Specification February 2006

Additionally, the Packet forwarding rules of Section 4.2 can be simplified in a PIM-SSM-
only router:

if( iif == RPF_interface(S) AND UpstreamlPState(S, G == Joined ) {
oiflist = inherited olist(S, Q
} elseif( iif isininherited olist(S, G ) {
send Assert(S, G on iif

}
oiflist = oiflist oiif
forward packet on all interfaces in oiflist

This is nothing more than the reduction of the normal PIM-SM forwarding rule, with all
(S,G,rpt) and (*,G) clauses replaced with NULL.

4.9. PIM Packet Formats

This section describes the details of the packet formats for PIM control messages.
All PIM control messages ka IP protocol number 103.

PIM messages are either unicast (e.g., Registers and Register-Stop) or multicast with TTL 1
to the 'ALL-PIM-ROUTERS'’ group (e.g., Join/Prune, Asserts, etc.). The source address
used for unicast messages is a domain-wide reachable address; the source address used for
multicast messages is the link-local address of the interface on which the message is being
sent.

The IPv4 'ALL-PIM-ROUTERS'’ group is '224.0.0.13'. The IPv6 'ALL-PIM-ROUTERS’
group is 'ff02::d".
The PIM header common to all PIM messages is:

0 1 2 3

01234567890123456789012345678901
T I T T i S S e I S S
| PIM Ver| Type | Reserved | Checksum |
T i T S S e i S S S S S S S S M S S S

PIM Ver
PIM Version number is 2.

Type
Types for specific PIM messages. PIM Types are:
Message Ype Destination
0 = Hello Multicastto ALL-PIM-ROUTERS
1 = Regster Unicasto RP
2 = Regster-Stop Unicast to source of Register

packet

3 = bin/Prune Multicasto ALL-PIM-ROUTERS
4 = Bootstrap Multicasto ALL-PIM-ROUTERS
5 = Assert Multicasto ALL-PIM-ROUTERS

6 = Graft (used in PIM-DM only) Unicast to RPF'(S)

7 = Graft-Ack (used in PIM-DM only)
8 = Candidate-RP-Adertisement
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Resewred
Set to zero on transmission. Ignored upon receipt.

Checksum
The checksum is a standard IP checksum, i.e., the 16-bé @meplement of the
ones ommplement sum of the entire PIM message, excluding the "Multicast data
packet" section of the Register messagea. computing the checksum, the checksum
field is zeroed. If the packstlength is not an integral number of 16-bit words, the
packet is padded with a trailing byte of zero before performing the checksum.

For IPv6, the checksum also includes the IPv6 "pseudo-header"”, as specified in RFC
2460, Section 8.1 [5]. This "pseudo-header" is prepended to the PIM header for the
purposes of calculating the checksum. The "Upper-Layer Packet Length" in the
pseudo-header is set to the length of the PIM message, except in Register messages
where it is set to the length of the PIM register header (8). The Next Header value
used in the pseudo-header is 103.

If a message is rea&d with an unrecognized PIM Ver or Type field, or if a message’s
destination does not correspond to the tablegltbe message MUST be discarded, and an
error message SHOULD be logged to the administrator in a rate-limited manner.

4.9.1. Encodedsource and Group Address Formats

Encoded-Unicast Address
An Encoded-Unicast address takes the following format:

0 1 2 3
01234567890123456789012345678901
B e i s T S S S S Tk i S S S S S e e &
| Addr Family | Encoding Type | Uni cast Address

T S i I i ST S S S i St N S S

Addr Family
The PIM address family of the 'Unicast Address’ field of this address.

Values 0-127 are as assigned by the Afidr Internet Address Families in [7].
Values 128-250 are reserved to be assigned by tha ANPIM-specific Address
Families. \alues 251 though 255 are designated faraggiuse. As there is no
assignment authority for this space, collisions should be expected.

Encoding Type
The type of encoding used within a specific Address Farilyg value '0’ is
reserved for this field and represents theveaticoding of the Address Family.

Unicast Address
The unicast address as represented by tlea giddress Family and Encoding Type.
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Encoded-Group Address
Encoded-Group addressesedie following format:

0 1 2 3
01234567890123456789012345678901
T i i s i e e e S e e E e o ok e
| Addr Family | Encoding Type |B| Reserved |Z Mask Len |
B S e S S I i o I S I i oI S I I S S S S S
| Group nulticast Address

T e i T S SRR S S S e T

Addr Family
Described abee.

Encoding Type
Described abee.

[Blidirectional PIM
Indicates the group range should use Bidirectional PIM [E8}t.PIM-SM defined in
this specification, this bit MUST be zero.

Resewved
Transmitted as zero. Ignored upon receipt.

Admin Scope [Z]one
indicates the group range is an admin scope zone. This is used in the Bootstrap
Router Mechanism [11] onlyFor all other purposes, this bit is set to zero and
ignored on receipt.

Mask Len
The Mask length field is 8 bits. The value is the number of contiguous one bits that
are left justified and used as a mask; when combined with the group address, it
describes a range of groups. It is less than or equal to the address length in bits for
the given Address Family and Encodingde. Ifthe message is sent for a single
group, then the Mask length must equal the address length in bits fovahe gi
Address Family and Encoding Type (e.qg., 32 for IPvdvaaticoding, 128 for IPv6
native encoding).

Group multicast Address
Contains the group address.

Encoded-Source Address
Encoded-Source address takes the following format:

0 1 2 3
01234567890123456789012345678901
B I i ot ST S I S I S I i ST S I S S S S iy ST I S Y S
| Addr Family | Encoding Type | Rsrvd | SSWR| Mask Len |
i i S S i I S e s s e S
| Sour ce Address
T S S i SIS S

Addr Family
Described abee.
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Encoding Type
Described abee.

Resewved
Transmitted as zero, ignored on receipt.

S The Sparse bit is a 1-bit value, set to 1 for PIM-SM. It is used for PIM version 1
compatibility.

W  The WC (or WildCard) bit is a 1-bit value for use with PIM Join/Prune messages (see
Section 4.9.5.1).

R  The RPT (or Rendezvous Paint Tree) bit is a 1-bit value for use with PIM Join/Prune
messages (see Section 4.9.5.1). If the WC bit is 1, the RPT bit MUST be 1.

Mask Len
The mask length field is 8 bits. The value is the number of contiguous one bits left
justified used as a mask which, combined with the Source Address, describes a source
subnet. Thenask length MUST be equal to the mask length in bits for trea gi
Address Family and Encoding Type (32 for IPv4veatnd 128 for IPv6 nate). A
router SHOULD ignore anmessages reogid with ary other mask length.

Source Address
The source address.

4.9.2. HelloMessage Format
It is sent periodically by routers on all interfaces.

0 1 2 3
01234567890123456789012345678901
B i i T T T ol S S S S S S S S S S S Tk o S N S S
| P M Ver| Type | Reserved | Checksum |
B S i ST I I I I I I it ST I I S S S S iy o DI S I S S S
| Opti onType | Opti onLengt h |
B T i e I TR e S S e S e i N e e T S S R S S e e
Opt i onVal ue

T S S s S S S T o i S e S i o

—_—y ——

Opti onType | Opti onLengt h |

B R i e s i o o o S R S T o i T T SR TR N e S
Opti onVal ue |

I

|

I

+-

I

I

| .

T i S S e i S S S S e S S S S S
I

+-

I

|

T S T S S S S i S S S S S =

PIM Version, Type, Reseved, Checksum
Described in Section 4.9.

OptionType
The type of the option gén in the following OptionValue field.

OptionLength
The length of the OptionValue field in bytes.
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OptionValue
A variable length field, carrying the value of the option.

The Option fields may contain the following values:
» OptionType 1: Holdtime

0 1 2 3
012345678901 23456789012345678901
I T s i S S e e e S T 2T S S i o S S

| Type = 1 | Length = 2 |
T T i S e e e i e i I S S e S e R =
| Hol dti ne |

T S e i T SR SR S

Holdtime is the amount of time a ree&i must keep the neighbor reachable, in
seconds. Ithe Holdtime is set to 'OKf’ , the recerer of this message ner times
out the neighborThis may be used with dial-on-demand links, toi@ keeping
the link up with periodic Hello messages.

Hello messages with a Holdtime value set to '0’ are also sent by a router on an
interface about to go down or changing IP address (see Section 4.3.1). These are
effectively goodbye messages, and the receiving routers should immediately time out
the neighbor information for the sender.

» OptionType 2: LAN Prune Delay
0 1 2 3

01234567890123456789012345678901
e I o S T i S S SN N S S

| Type = 2 | Length = 4 |
B il st S S S S e I T I i ot S Y Y Y Y Y Y e e e
| T Pr opagati on_Del ay | Override_Interval |

I S S i T S S S S S S i St S S S A i T =

The LAN Prune Delay option is used to tune the prune propagation delay on multi-
access LANs. The T bit specifies the ability of the sending router to disable joins
suppression. Propagion_Delay and Override_Interval are time intervals in units

of milliseconds.A router originating a LAN Prune Delay option on interface | sets
the Propagation_Delay field to the configured value of Propagation_Delay(l) and
the value of the Override_Interval field to the value of Override_lalfgyv Ona
receiving routerthe values of the fields are used to tune the value of the
Effective_Override_Interval(l) and its derd timer values. Sectiod.3.3 describes

how these values affect the behavior of a router.

» OptionType 3 to 16: reserved to be defined in future versions of this document.
» OptionType 18: deprecated and should not be used.
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» OptionType 19: DR Priority

0 1 2 3

01234567890123456789012345678901
T R et e e o i S S e e e b R
| Type = 19 | Length = 4 |
i i S S s i S e e
| DR Priority |
I i st SIS S I S S S S S Y T SN Y I i S I I T Y i (T

DR Priority is a 32-bit unsigned number and should be considered in the DR
election as described in Section 4.3.2.

» OptionType 20: Generation ID

0 1 2 3

01234567890123456789012345678901
I i st SIS S I S S S S S Y T SN Y I i S I I T Y i (T
| Type = 20 | Length = 4 |
e I S i S I i e S S s i S R SN S
| Generation ID |
e S i S i i sk i i SIS S S S S ST

Generation ID is a random 32-bit value for the interface on which the Hello
message is sent. The Generation ID is regenerated vénétiel forwarding is
started or restarted on the interface.

e OptionType 24: Address List

0 1 2 3

01234567890123456789012345678901
s T I T i s T o O i S ST T SR Y S S
| Type = 24 | Length = <Vari abl e> |
T i S T i i I S S S T S S e S S S S S ek S
| Secondary Address 1 (Encoded- Uni cast format) |
T S S S s i S S S e i Sk it SN SR S S

s T I T i s T o O i S ST T SR Y S S
| Secondary Address N (Encoded- Uni cast format)
T i S T i i I S S S T S S e S S S S S ek S

The contents of the Address List Hello option are described in Section 4.3.4. All
addresses within a single Address List must belong to the same address family.

OptionTypes 17 through 65000 are assigned by theAlAQptionTypes 65001
through 65535 are reserved forvare Use, as defined in [9].

Unknown options MUST be ignored and MUST N@revent a neighbor relationship
from being formed. The "Holdtime" option MUST be implemented; the "DR
Priority" and "Generation ID" options SHOULD be implemented. The "Address
List" option MUST be implemented for IPv6.
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4.9.3. RegisteMessage Format

A Regster message is sent by the DR or a PMBR to the RP when a multicast packet needs
to be transmitted on the RP-tree. The IP source address is set to the address of the DR, the
destination address to the RRddress. ThéP TTL of the PIM packet is the system’s

normal unicast TTL.

0 1 2 3
01234567890123456789012345678901
B I i ol SIS S I S Y S S S i ST S I S S S S i I I Y S S S
| PIM Ver| Type | Reserved | Checksum |
B i i R i R et o s Tk ok a S S S
| Bl N Reserved2 |
B T i T s e e o T s a T sl i SR S S S
I I
. Mul ti cast data packet .
I I
B s i i i s s S S R i i
PIM Version, Type, Reseved, Checksum
Described in Section 4.9. Note that in order to reduce encapsula&dread, the
checksum for Registers is done only on the first 8 bytes of the packet, including the
PIM header and the next 4 bytes, excluding the data packet pdfton.
interoperability reasons, a message carrying a checksum calculatéldeoentire
PIM Register message should also be accepted. When calculating the checksum, the
IPv6 pseudoheader "Upper-Layer Packet Length" is set to 8.

B The Border bit. If the router is a DR for a source that it is directly connected to, it
sets the B bit to 0. If the router is a PMBR for a source in a directly connected cloud,
it sets the B bit to 1.

N  The Null-Register bit. Setto 1 by a DR that is probing the RP before expiring its
local Register-Suppression Timeet to 0 otherwise.

Resewved?
Transmitted as zero, ignored on receipt.

Multicast data packet
The original packet sent by the source. This packet must be of the same address
family as the encapsulating PIM packet, e.g., an IPv6 data packet must be
encapsulated in an IPv6 PIM patk Notethat the TTL of the original packet is
decremented before encapsulation, just &ky ather packet that is forarded. In
addition, the RP decrements the TTL after decapsulating, before forwarding the
packet down the shared tree.
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For (S,G) Null-Registers, the Multicast data packet portion contains a dummy IP
header with S as the source address, G as the destination address. When generating
an IPv4 Null-Register message, the fields in the dummy IPv4 header SHOULD be
filled in according to the following table. Other IPv4 header fields may contain any
value that is valid for that field.

Field Value

IP Version 4

Header Length 5

Checksum Headahecksum
Fragmentation dééet O

More Fragments 0

Total Length 20

IP Protocol 103 (PIM)

On receipt of an (S,G) Null-Registérthe Header Checksum field is non-zero, the
recipient SHOULD check the checksum and discard null registers treatiad
checksum. Theecipient SHOULD NO check the value of gnindividual fields; a
correct IP header checksum isfmiént. If the Header Checksum field is zero, the
recipient MUST NQ check the checksum.

With IPv6, an implementation generates a dummy IP header followed by a dummy
PIM header with values according to the following table in addition to the source and
group. OthetPv6 header fields may containyaralue that is valid for that field.

Header Field Value

IP Version 6
Next Header 103 (PIM)
Length 4
PIM Version 0
PIM Type 0
PIM Resered 0

PIM Checksum  PIM checksum including IPv6
"pseudo-header"; see Section
4.9

On receipt of an IPv6 (S,G) Null-Registéithe dummy PIM header is present, the
recipient SHOULD check the checksum and discard Null-Registers tretHad
checksum.
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4.9.4. RegisteiStop Message Format

A Regster-Stop is unicast from the RP to the sender of the Register message. The IP
source address is the address to which the register was addressed. The IP destination
address is the source address of the register message.

0 1 2 3
01234567890123456789012345678901
B e ST S I i S I I I i ol ST S I S S S Y S S S
| P M Ver| Type | Reserved | Checksum |
T e e e i T S e e e e i e o e S e e s
| Group Address (Encoded- Group fornat) |
T i i e s e S et o i S I SR S
| Sour ce Address (Encoded-Uni cast format) |
B e ST S I T S S I iy ST S I I S S S S i i

PIM Version, Type, Resewed, Checksum
Described in Section 4.9.

Group Address
The group address from the multicast data packet in the Redistanat described in
Section 4.9.1. Note that for Register-Stops the Mask Len field contains the full
address length * 8 (e.g., 32 for IPv4 matencoding), if the message is sent for a
single group.

Source Address
The host address of the source from the multicast data packet in the.régister
format for this address isvgn in the Encoded-Unicast address in Section 4.9.1. A
special wild card value consisting of an address field of all zeros can be used to
indicate ag source.

4.9.5. bin/Prune Message Format

A Join/Prune message is sent by routewstds upstream sources and RPs. Joins are sent
to build shared trees (RP trees) or source trees (SPT). Prunes are sent to prune source trees
when members lea goups as well as sources that do not use the shared tree.
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0 1 2 3

01234567890123456789012345678901

T e i S e e e e o o e e S e NI

| PIM Ver| Type | Reserved | Checksum

i i S e i e E ot o N e

| Upst ream Nei ghbor Address (Encoded- Uni cast format)

B e i R R e o e i I S i T s I SRIE o

| Reserved | Num groups | Hol dti ne

T e T S e e o T i R e i e R
Mul ti cast Group Address 1 (Encoded-G oup format)

e S I e b i i S e e T E e
Nunber of Joi ned Sources | Nunber of Pruned Sources
i I I e R i o T e T I i i e i TR
Joi ned Source Address 1 (Encoded- Source formt)

R ok T e e S e e et e S S

B T T s s o I Y T T T T S S SR S S S S S e SR S
Joi ned Source Address n (Encoded- Source format)

e T S T i i T i T R R S e i T
Pruned Source Address 1 (Encoded- Source fornmat)

i I T e S i sl s e e S e T s S SR i TR S e e

B R i T i i T s S S S T s T T ai S
Pruned Source Address n (Encoded- Source fornmat)
B S i S T i S S il st NI S S S

T i S i i i o S i S SN
Mul ti cast G oup Address m (Encoded- Group format)
e T S T i i T i T R R S e i T
Nunber of Joi ned Sources | Nunber of Pruned Sources
T e S s e s e S e et S S S S e e e s s s e oo
Joi ned Source Address 1 (Encoded- Source formt)
T i S i i i o S i S SN

i T S R et s i i e e e s
Joi ned Source Address n (Encoded- Source format)

B T i S i S S i s i S
Pruned Source Address 1 (Encoded- Source format)

i I I e R i o T e T I i i e i TR

i S S S T e s S ik i i U NI S
Pruned Source Address n (Encoded- Source fornat)
B i i T S i sl I S it SN SN SR

+-"+---+ "+ +----+-—"+-—"+——"+-———+——+—— +— +— +—— +— +— +

PIM Version, Type, Resewed, Checksum
Described in Section 4.9.
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Unicast Upstream Neighbor Address
The address of the upstream neighbor that is the target of the message. The format
for this address is gén in the Encoded-Unicast address in Section 4.B&.IPv6
the source address used for multicast messages is the link-local address of the
interface on which the message is being seot.IPv4, the source address is the
primary address associated with that interface.

Resewved
Transmitted as zero, ignored on receipt.

Holdtime
The amount of time a reaer must keep the Join/Prune statea@lin seconds. Ithe
Holdtime is set to '0Xff’ , the recerer of this message should hold the state until
canceled by the appropriate canceling Join/Prune message, or timed out according to
local poliy. This may be used with dial-on-demand links,\oié keeping the link
up with periodic Join/Prune messages.

Note that the HoldTime must be larger than the J/P_Override_Interval(l).

Number of Groups
The number of multicast group sets contained in the message.

Multicast group address
For format description, see Section 4.9.1.

Number of Joined Sources
Number of joined source addresses listed fovengiroup.

Joined Source Address 1 .. n
This list contains the sources for aayi group that the sending router will forward
multicast datagrams from if reged on he interface on which the Join/Prune
message is sent.

See Encoded-Source-Address format in Section 4.9.1.

Number of Pruned Sources
Number of pruned source addresses listed for a group.

Pruned Source Address 1 .. n
This list contains the sources for &ayi group that the sending router does not want
to forward multicast datagrams from when reegion the interface on which the
Join/Prune message is sent.

Within one PIM Join/Prune message, all the Multicast Group Addresses, Joined Source
addresses, and Pruned Source addresses MUST be of the same addreds i
PERMITTED to mix IPv4 and IPv6 addresses within the same message. In addition, the
address family of the fields in the message SHOULD be the same as the IP source and
destination addresses of the patckThispermits maximum implementation flexibility for
dual-stack IPv4/IPv6 routers. If a router reesia message with mixed family addresses, it
SHOULD only process the addresses that are of the same family as the unicast upstream
neighbor address.
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4.9.5.1. Gpoup Set Source List Rules

As described ab@, Join/Prune messages are composed of one or more group sets. Each set
contains tw source lists, the Joined Sources and the Pruned Sources. This section
describes the different types of group sets and source list entries that can exist in a
Join/Prune message.

There are tw valid group set types:

Wildcard Group Set
The wildcard group set is represented by the entire multicast range: the beginning of
the multicast address range in the group address field and the prefix length of the
multicast address range in the mask length field of the Multicast Group Address (i.e.,
'224.0.0.0/4’ for IPv4 or 'ff00::/8’ for IPv6). Each Join/Prune message SHOULD
contain at most one wildcard group set. Each wildcard group set may contain one or
more (*,*,RP) source list entries in either the Joined or Pruned lists.

A (*,*,RP) source list entry may only exist in a wildcard group set. When added to a
Joined source list, this type of source entry expresses the sdoterést in receiving
traffic for all groups mapping to the specified RPhen added to a Pruned source list
a (*,*,RP) entry expresses the routeinterest to stop receiving such fraf Notethat

as indicated by the Join/Prune state machines, such a Join or Prune Tvdl/&iide
Join/Prune state created using a Group-Specific Set (see below).

(*,*,RP) source list entries ka the Source-Address set to the address of théhBP
Source-Address Mask-Len set to the full length of the IP address, and both the WC
and RPT bits of the Source-Address set to 1.

Group-Specific Set
A Group-Specific Set is represented by a valid IP multicast address in the group
address field and the full length of the IP address in the mask length field of the
Multicast Group Address. Each Join/Prune message SHOULDdd@tain more
than one group-specific set for the same IP multicast address. Each group-specific set
may contain (*,G), (S,G,rpt), and (S,G) source list entries in the Joined or Pruned
lists.
(*.G)
The (*,G) source list entry is used in Join/Prune messages senisahe RP for
the specified group. It expresses interest (or lack thereof) in receiving traffic sent to
the group through the Rendezvous-Point shared tree. There may only be one such
entry in both the Joined and Pruned lists of a group-specific set.

(*,G) source list entries lva the Source-Address set to the address of the RP for
group G, the Source-Address Mask-Len set to the full length of the IP address, and
both the WC and RPT bits of the Encoded-Source-Address set.

(S,G,mpt)
The (S,G,rpt) source list entry is used in Join/Prune messagesveamstthe RP
for the specified group. It expresses interest (or lack thereof) in receiving traffic
through the shared tree sent by the specified source to this graugach source
address, the entry may exist in only one of the Joined and Pruned source lists of a
group-specific set, but not both.

(S,G,rpt) source list entriesVathe Source-Address set to the address of the
source S, the Source-Address Mask-Len set to the full length of the IP address, and
the WC bit cleared and the RPT bit set in the Encoded-Source-Address.
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(S.6)
The (S,G) source list entry is used in Join/Prune messages\samistthe
specified source. It expresses interest (or lack thereof) in receiving traffic through
the shortest path tree sent by the source to the specified dgraugach source
address, the entry may exist in only one of the Joined and Pruned source lists of a
group-specific set, but not both.

(S,G) source list entries Yathe Source-Address set to the address of the source S,
the Source-Address Mask-Len set to the full length of the IP address, and both the
WC and RPT bits of the Encoded-Source-Address cleared.

The rules described ab® ae sufficient to preent invalid combinations of source list
entries in group-specific sets. There are, haya rumber of combinations thatVma
valid interpretation but that are not generated by the protocol as described in this
specification:

Combining a (*,G) Join and a (S,G,rpt) Join entry in the same message is redundant as
the (*,G) entry cuers the information provided by the (S,G,rpt) entry.

The same applies for a (*,G) Prunes and (S,G,rpt) Prunes.

The combination of a (*,G) Prune and a (S,G,rpt) Join is also not generated. (S,G,rpt)
Joins are only sent when the router is receiving all traffic for a group on the shared tree
and it wishes to indicate a change for the particular source. As a (*,G) prune indicates
that the router no longer wishes to reeehared tree traffic, the (S,G,rpt) Join would be
meaningless.

As Jin/Prune messages are targeted to a single PIM nejghblading both a (S,G)

Join and a (S,G,rpt) Prune in the same message is usually redundant. The (S,G) Join
informs the neighbor that the sender wishes to vedee particular source on the

shortest path tree. It is therefore unnecessary for the router to say that it no longer wishes
to receve it on the shared tree. Hower, there is a valid interpretation for this

combination of entriesA downstream router may i@ o instruct its upstream only to

start forwarding a specific source once it has started receiving the source on the shortest-
path tree.

The combination of a (S,G) Prune and a (S,G,rpt) Join could possibly be used by a router
to switch from receiving a particular source on the shortest-path tree back to receiving it
on the shared tree (provided that the RPF neighbor for the shortest-path and shared trees
is common). Howeer, Sparse-Mode PIM does not provide a mechanism for explicitly
switching back to the shared tree.
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The rules are summarized in the tableswelo

Join Prune | Join Prune Join Prune

*G) | (*,G) (S,.G,rpt) | (S,G,rpt) | (S,G) | (S,G)
Join - no ? yes yes yes
*.G)
Prune no - ? ? es yes
*.G)
Join ? ? - no yes ?
(S,G,rpt)
Prune yes ? no - yes ?
(S,G,rmpt)
Join yes yes yes yes - no
(S.6)
Prune yes yes ? ? ro -
(S,6)

Join (*,*,RP) | Prune (*,*,RP) | all others

Join (*,*,RP) - no yes
Prune (*,*,RP) || no - yes
all others yes yes see abee

yes Allowed and expected.

no Combination is not allowed by the protocol and MUSTINg2 generated by a router.
A router MAY accept these messages, but the result is undefined. An error message
MAY be logged to the administrator in a rate-limited manner.

? Combination not expected by the protocol, but well-defifedouter MAY accept it
but SHOULD NOT generate it.

The order of source list entries in a group set source list is not important, except where
limited by the packet format itself.

4.9.5.2. Gpup Set Fragmentation

When building a Join/Prune for a particular neighbaouter should try to include in the
message as much of the information it needs teayob the neighbor as possible. This
implies adding one group set for each multicast group that has information pending
transmission and within each set including allvarié source list entries.

On a router with a large amount of multicast state, the number of entries that must be
included may result in packets that are larger than the maximum IP packet size. In most
such cases, the information may be split into multiple messages.

There is an exception with group sets that contain a (*,G) Joined source listTdrdry

group set expresses the rougamterest in receiving all traffic for the specified group on the
shared tree, and it MUST include an (S,G,rpt) Pruned source list entmefpiseurce that
the router does not wish to reeei This list of (S,G,rpt) Pruned source-list entries MUST
not be split in multiple messages.

If only N (S,G,rpt) Prune entries fit into a maximum-sized Join/Prune message, but the
router has more than N (S,G,rpt) Prunes to add, then the router MUST choose to include the
first N (numerically smallest in network byte order) IP addresses.
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4.9.6. AssertMessage Format

The Assert message is used to resfivwarder conflicts between routers on a link. It is
sent when a router reges a nulticast data packet on an interface on which the router
would normally hae forwarded that paeit. Asserimessages may also be sent in response
to an Assert message from another router.

0 1 2 3

01234567890123456789012345678901
B S e S I I I i i I I I S S S S I i ot ST S I S S S
| PIM Ver| Type | Reserved | Checksum |
B e e i T S S i s T o e S S e sl s T R S S
| G oup Address (Encoded- G oup format) |
B T S S T ai S S o  ai i I S R S S S A
| Sour ce Address (Encoded-Unicast formt) |
B I i S I i o DI DI Y Y S Y S S i S S N S S S S i

| R Metric Preference |
i S I i i T i o
| Metric |

S T S T S S

PIM Version, Type, Resewed, Checksum
Described in Section 4.9.

Group Address
The group address for which the router wishes to redboé/forwarding conflict.
This is an Encoded-Group address, as specified in Section 4.9.1.

Source Address
Source address for which the router wishes to redbb/forwarding conflict. The
source address MAbe st to zero for (*,G) asserts (see beJo Theformat for this
address is gin in Encoded-Unicast-Address in Section 4.9.1.

R RPT-bit is a 1-bit &lue. TheRPT-bit is set to 1 for Assert(*,G) messages and 0 for
Assert(S,G) messages.

Metric Preference
Preference value assigned to the unicast routing protocol that provided the route to the
multicast source or Rendezvous-Point.

Metric
The unicast routing table metric associated with the route used to reach the multicast
source or Rendepus-Point. Thenetric is in units applicable to the unicast routing
protocol used.

Assert messages can be sent to resalfarwarding conflict for all traffic to a gén group

or for a specific source and group.

Assert(S,G)
Source-specific asserts are sent by routers forwarding a specific source on the
shortest-path tree (SPThit is TRUE). (S,G) Assernte iee Group-Address field set
to the group G and the Source-Address field set to the source S. The RPT-bit is set to
0, the Metric-Preference is set to MRIB.pref(S) and the Metric is set to
MRIB.metric(S).
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Assert(*,G)
Group-specific asserts are sent by routers forwarding data for the group and source(s)
under contention on the shared tree. (*,G) assevistha Group-Address field set to
the group G.For data-triggered Asserts, the Source-Address fieldMA st to the
IP source address of the data packet that triggered the Assert and is set to zero
otherwise. Th&kPT-bit is set to 1, the Metric-Preference is set to MRIB.pref(RP(G)),
and the Metric is set to MRIB.metric(RP(G)).

4.10. PIM Timers

PIM-SM maintains the following timers, as discussed in Section 4.1. All timers are
countdown timers; theare set to a value and count down to zero, at which point they
typically trigger an action. Of course thean just as easily be implemented as count-up
timers, where the absolute expiry time is stored and compared against a real-time clock, but
the language in this specification assumes thgtdahent downwards to zero.

Global Timers
Per interface (I):
Hello Timer: HT(I)
Per neighbor (N):
Neighbor Liveness Timer: NLT(N,I)
Per actie RP (RP):
(*,*,RP) Join Expiry Timer: ET(*,*,RP,I)
(*,*,RP) Prune-Pending Timer: PPT(*,*,RP,I)
Per Group (G):
(*,G) Join Expiry Timer: ET(*,G,I)
(*,G) Prune-Pending Timer: PPT(*,G,I)
(*,G) Assert Timer: AT(*,G,I)
Per Source (S):
(S,G) Join Expiry Timer: ET(S,G,I)
(S,G) Prune-Pending Timer: PPT(S,G,I)
(S,G) Assert Timer: AT(S,G,l)
(S,G,rpt) Prune Expiry Timer: ET(S,G,rpt,l)
(S,G,rpt) Prune-Pending Timer: PPT(S,G,rpt,l)
Per actie RP (RP):
(*,*,RP) Upstream Join Timer: JT(*,*,RP)
Per Group (G):
(*,G) Upstream Join Timer: JT(*,G)
Per Source (S):
(S,G) Upstream Join Timer: JT(S,G)
(S,G) Keepalive Timer: KAT(S,G)
(S,G,rpt) Upstream Override Timer: OT(S,G,rpt)
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At the DRs or releant Assert Winners only:
Per Source,Group pair (S,G):
Register-Stop Timer: RST(S,G)

4.11. Timer Values
When timers are started or restartedy ére set to defaultalues. Thisection summarizes
those default values.
Note that protocolvents or configuration may change the default value of a timer on a
specific interice. Wherimers are initialized in this document, the value specific to the
interface in context must be used.

Some of the timers listed b&lqPrune-Pending, Upstream Join, Upstream Override) can be
set to values that depend on the settings of the Propagation_Delay and Override_Interval of
the corresponding intex€e. Thelefault values for these arevgi below.

Variable Name: Propagation_Delay(l)

Value Name Value Explanation

Propagation_delay it 0.5secs Expected propagation
delay wer the local
link.

The default value of the Propagation_delay_default is chosen to bedglatige to
provide compatibility with older PIM implementations.

Variable Name: Override_Interval(l)

Value Name Value Explanation
t override_de#ult 2.5secs Default delay interval
ove which to

randomize when
scheduling a delayed
Join message.

Timer Name: Hello Timer (HT(l))

Value Name Value Explanation
Hello_Period 3Gecs Periodimterval for Hello messages.
Triggered_Hello_Delay Secs Randomized interval for initial

Hello message on bootup or
triggered Hello message to a
rebooting neighbor.

At system power-up, the timer is initialized to rand(0, Triggered_Hello_Delay)verpre
synchronization. Whea rew a rebooting neighbor is detected, a responding Hello is sent
within rand(0, Triggered_Hello_Delay).
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Timer Name: Neighbor keness Timer (NLT(N,I))

Value Name Value Explanation
Default_Hello_Holdtime 3.5 Hello_Period Default holdtime to
keep neighbor state
alive

Hello_Holdtime frommessage Holdtime from Hello
Message Holdtime
option.

The Holdtime in a Hello Message should be set to (3.5 * Hello_Period), giving a default
value of 105 seconds.

Timer Names: Expiry Timer (ET(*,*,RP,l), ET(*,G,), ET(S,G,I), ET(S,G,rpt,l))

Value Name Value Explanation
J/P_HoldTme from message Holdtinrfeom Join/Prune Message

See details of JT(*,G) for the Holdtime that is included in Join/Prune Messages.

Timer Names: Prune-Pending Timer (PPT(*,*,RP,l), PPT(*,G,I), PPT(S,G,l), PPT(S,G,rpt,l))

Value Name Value Explanation
J/IP_Override_Interval(l) Default; Effeqé Short period after a join
Propagation_Delay(l) + or prune to allev other
EffectiveOverride_ routers on the LAN to
Interval(l) override the join or
prune

Note that both the Effec# Propagation_Delay(l) and the Effeeti Override_Interval(l)
are interface-specific values that may change when Hello messages aegl (geei

Section 4.3.3).

Timer Names: Assert Timer (AT(*,G,I), AT(S,G,l))

Value Name Value Explanation
Assert_Override_Inteal Default: 3 secs Short interval before an
assert times out where
the assert winner
resends an Assert
message

Assert_Tme Defuwult: 180 secs Period after last assert]
before assert state is
timed out

Note that for historical reasons, the Assert message lacks a Holdtime field. Thus, changing
the Assert Time from the default value is not recommended.
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Timer Names: Upstream Join Timer (JT(*,*,RP), JT(*,G), JT(S,G))

Value Name Value Explanation
t_periodic Dedult: 60 secs Period between Join/Prune Messages
t_suppressed rand(1.1 * t_periodic, Suppression period when someone

1.4 * t_periodic) when else sends a J/P message so we don't

Suppression_Enabled(l)| need to do so.
is true, O otherwise
t_override rand(0O, Effectie_ Randomized delay to prent
Override_lInterval(l)) response implosion when sending a
join message tovarride someone
elses Fune message.

t_periodic may be set to taknto account such things as the configured bandwidth and
expected gerage number of multicast route entries for the attached network or link (e.g.,
the period would be longer for lower-speed links, or for routers in the center of the network
that expect to hee a hrger number of entries). If the Join/Prune-Period is modified during
operation, these changes should be madew&iainfrequently and the router should

continue to refresh at its previous Join/Prune-Period for at least Join/Prune-Holdtime, in
order to allev the upstream router to adapt.

The holdtime specified in a Join/Prune message should be set to (3.5 * t_periodic).

t_override depends on the Effeati Override_Interval of the upstream interface, which may
change when Hello messages are reckei

t_suppressed depends on the Suppression State of the upstream interface (Section 4.3.3) and
becomes zero when suppression is disabled.

Timer Name: Upstream Override Timer (OT(S,G,rpt))

Value Name Value Explanation
t_override sedJpstream Join imer sedJpstream Join Timer

The upstream Override Timer is onleeset to t_werride; this value is defined in the
section on Upstream Join Timers.

Timer Name: Keepale Timer (KAT(S,G))

Value Name Value Explanation

Keepalive_Period Dedult: 210 secs Period after last (S,G)
data packet during
which (S,G) Join state
will be maintained een
in the absence of (S,G)
Join messages.

RP_Keepalie Period (3 * Regster_ As Keepale Period,
Suppression_Time ) + but at the RP when a
Register_Probe_Time Register-Stop is sent.

The normal keepale period for the KAT(S,G) defaults to 210 seconds. Hesiea the RP,
the keepalie period must be at least the Register_Suppression_Time, or the RP may time
out the (S,G) state before the next Null-Registevesri Thusthe KAT(S,G) is set to
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max(Keepalie_Period, RP_Keepai Period) when a Register-Stop is sent.

Timer Name: Register-Stop Timer (RST(S,G))

Value Name Value Explanation

Register_Suppressioninie Detuwult: 60 secs Period during which a
DR stops sending
Register-encapsulated
data to the RP after
receiving a Register-
Stop message.
Register_Probe _ime Defult: 5 secs Time before RST
expires when a DR may
send a Null-Register to
the RP to cause it to
resend a Register-Stop
message.

If the Register_Suppression_Time or the Register_Probe_Time are configured to values
other than the defaults, it MUST be ensured that the value of the Register_Probe_Time is
less than half the value of the Register_Suppression_Timeuvenpeepossible rgetive

value in the setting of the Register-Stop Timer.

5. IAN A Considerations

5.1. PIM Address Family

The PIM Address Family field was chosen to be 8 bits as a tfdotafeen packet format
and use of the IAN assigned numbers. Because when the PIM packet format was
designed only 15 values were assigned for Address Families, and large numbers of new
Address Family values were not envisioned, 8 bits seemed large enoughvetitves

IANA assigns Address Families in a 16-bit field. Therefore, the PIM Address Family is
allocated as follows:

Values 0 through 127 are designated teenhe same meaning as IANA-assigned
Address Family Numbers [7].

Values 128 through 250 are designated to be assigned for PIM by tAebizded
upon IESG Appreal, as defined in [9].

Values 251 through 255 are designated fovdReiUse, as defined in [9].

5.2. PIM Hello Options

Values 17 through 65000 are to be assigned by thélABincethe space is large, they

may be assigned as First Come First Served as defined in [9]. Such assignments are valid
for one year and may be revied. Permanergssignments require a specification (see
"Specification Required" in [9].)

6. Security Considerations

This section describes various possible security concerns related to the PIM-SM protocol,
including a description of voto use IPsec to secure the protocol. The reader is referred to
[15] and [16] for further discussion of PIM-SM and multicast secuiitye IPsec
authentication header [8] MAbe used to provide data integrity protection and groupwise
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data origin authentication of PIM protocol messages. Authentication of PIM messages can
protect against unwanted behaviors caused by unauthorized or altered PIM messages.

6.1. Attacks Based on Forged Messages

The extent of possible damage depends on the type of counterfeit messages adéepted.
next consider the impact of possible forgeries, including forged link-local (Join/Prune,
Hello, and Assert) and forged unicast (Register and Register-Stop) messages.

6.1.1. Forged Link-Local Messages

Join/Prune, Hello, and Assert messages are all sent to the link-local ALL_PIM_ROUTERS
multicast addresses and thus are not forwarded by a compliant radteged message of

this type can only reach a LAN if it was sent by a local host or if it was allowed onto the
LAN by a compromised or non-compliant router.

1. Aforged Join/Prune message can cause multicast traffic to bereklio links where
there are no legitimate requesters, potentially wasting bandwidth on thaflfidkged
leave message on a multi-access LAN is generally not a significant attack in PIM,
because anlegtimately joined router on the LAN wouldverride the lege with a join
before the upstream router stops forwarding data to the LAN.

2. Byforging a Hello message, an unauthorized router can cause itself to be elected as the
designated router on a LAN. The designated router on a LAN is (in the absence of
asserts) responsible for forwarding traffic to that LAN on behalf pf@ral members.

The designated router is also responsible for register-encapsulating to the RP any
packets that are originated by hosts on the LAN. Thus, the ability of local hosts to
send and recee multicast traffic may be compromised by a forged Hello message.

3. Byforging an Assert message on a multi-access LAN, an attacker could cause the
legitimate designated forwarder to stop forwarding traffic to the LAN. Such a forgery
would prevent ary hosts downstream of that LAN from receiving traffic.

6.1.2. Forged Unicast Messages

Register messages and Register-Stop messages are forwarded by intermediate routers to
their destination using normal IP foavding. Wthout data origin authentication, an

attacker who is located anywhere in the network may be able to forge a Register or Register-
Stop messageWe mnsider the effect of a forgery of each of these messages next.

1. Byforging a Register message, an attacker can cause the RP to inject forged traffic onto
the shared multicast tree.

2. Byforging a Register-stop message, an attacker caentre legitimate DR from
Registering packets to the RPhis can preent local hosts on that LAN from sending
multicast packets.

The abwe o PM messages are not changed by intermediate routers and need only be
examined by the intended regei. Thus, these messages can be authenticated end-to-end,
using AH. Attacks on Register and Register-Stop messages do not apply to a PIM-SSM-
only implementation, as these messages are not required for PIM-SSM.

6.2. Non-Cryptographic Authentication Mechanisms

A PIM router SHOULD provide an option to limit the set of neighbors from which it will
accept Join/Prune, Assert, and Hello messages. Either static configuration of IP addresses
or an IPsec security association may be used. Furthermore, a PIM router SHOULD NOT

accept protocol messages from a router from which it has not yetecceerlid Hello
message.
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A Designated Router MUST NIregster-encapsulate a packet and send it to the RP unless
the source address of the packet igya leddress for the subnet on which the packet was
receved. Similarly a Designated Router SHOULD NCaccept a Register-Stop packet
whose IP source address is not a valid RP address for the local domain.

An implementation SHOULD provide a mechanism tovalém RP to estrict the range of
source addresses from which it accepts Register-encapsulated packets.

All options that restrict the range of addresses from which packets are accepted MUST
default to allowing all packets.

6.3. Authentication Using IPsec

The IPsec [8] transport mode using the Authentication Header (AH) is the recommended
method to preent the abwe dtacks against PIM. The specific AH authentication algorithm
and parameters, including the choice of authentication algorithm and the chosyeané k
configured by the network administratdhen IPsec authentication is used, a PIM router
should reject (drop without processingyamauthorized PIM protocol messages.

To use IPsec, the administrator of a PIM network configures each PIM router with one or
more security associations (SAs) and associated Security Parametes [8tRts) that are

used by senders to authenticate PIM protocol messages and are used/é ttecei
authenticate recegd PIM protocol messages. This document does not describe protocols
for establishing SAs. It assumes that manual configuration of SAs is performed, but it does
not preclude the use of a negotiation protocol such as the Inteyné&kishange [14] to

establish SAs.

IPsec [8] provides protection against replayed unicast and multicast messages. The anti-
replay option for IPsec SHOULD be enabled on all SAs.

The following sections describe the SAs required to protect PIM protocol messages.

6.3.1. Potecting Link-Local Multicast Messages

The network administrator defines an SA and SPI that are to be used to authenticate all link-
local PIM protocol messages (Hello, Join/Prune, and Assert) on each link in a PIM domain.

IPsec [8] allows (but does not require) different Security Pd@iatabases (SPD) for each
router interice. Ifavailable, it may be desirable to configure the Security P8latabase

at a PIM router such that all incoming and outgoing Join/Prune, Assert, and Hello packets
use a different SA for each incoming or outgoing interface.

6.3.2. Potecting Unicast Messages

IPsec can also be used to provide data origin authentication and data integrity protection for
the Register and Register-Stop unicast messages.

6.3.2.1. RegisteMessages

The Security Polig Database atvery PIM router is configured to select an SA to use when
sending PIM Register packets to each rendezvous point.

In the most general mode of operation, the Security yDlatabase at each DR is

configured to select a unique SA and SPI for traffic sent to eacfitidallows each DR to
have a dfferent authentication algorithm andk talk to the RP Howeva, this creates a
daunting ley management and distribution problem for the network administrator.
Therefore, it may be preferable in PIM domains where all Designated Routers are under a
single administratie antrol that the same authentication algorithm parameters (including
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the key) be wsed for all Registered packets in a domaiganaiess of who are the RP and
the DR.

In this "single shareddy' mode of operation, the network administrator must choose an
SPI for each DR that will be used to send it PIM protocol @@ckTheSecurity Policy
Database atvery DR is configured to select an SA (including the authentication algorithm,
authentication parameters, and this SPI) when sending Register messages to this RP.

By using a single authentication algorithm and associated parametemy tistibution
problem is simplified. Note, hower, that this method has the property that, in order to
change the authentication method or authenticatgrued, all routers in the domain must
be updated.

6.3.2.2. RegisteiStop Messages

Similarly, the Security Polig Database at each Rendezvous Point should be configured to
choose an SA to use when sending Register-Stop messages. Because Register-Stop
messages are unicast to the destination DR, a different SA and a potentially unique SPI are
required for each DR.

In order to simplify the management problem, it may be acceptable to use the same
authentication algorithm and authentication parametegaidiess of the sending RP and
regardless of the destination DR. Although a unigque SA is needed for each DR, the same
authentication algorithm and authentication algorithm parameters (segreak be shared

by all DRs and by all RPs.

6.4. Denial-of-Service Attacks

There are a number of possible denial-of-service attacks against PIM that can be caused by
generating false PIM protocol messagesvendy generating data false traffic.

Authenticating PIM protocol traffic pvents some, but not all, of these attacks. Three of the
possible attacks include:

» Sending packets to marlifferent group addresses quickly can be a denial-of-service
attack in and of itself. This will cause maregster-encapsulated packets, loading the
DR, the RPand the routers between the DR and the RP.

» Forging Join messages can cause a multicast tree to get getange number of forged
joins can consume router resources and result in denial of service.

» Forging a (*,*,RP) join presents a possibility for a denial-of-service attack by causing all
traffic in the domain to fle to the PMBR issuing the join. (*,*,RP) behavior is included
here primarily for backwards compatibility with prior revisions of the spec. Mewihe
implementation of (*,*,RP) and PMBR is optional. When using (*,*,RP), the security
concerns should be carefully considered.
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10. Appendix A: PIM Multicast Border Router Behavior

In some cases, PIM-SM domains will interconnect with non-PIM multicast domains. In
these cases, the border routers of the PIM domain speak PIM-SM on some interfaces and
speak other multicast routing protocols on other iatex$. Suchouters are termed PIM
Multicast Border Routers (PMBRS). In general, RFC 2715 [18] provides rules for

interoperability between different multicast routing protocols. In this appendix, we specify
how PMBRs differ from regular PIM-SM routers.

From the point of vie of PIM-SM, a PMBR has tw tasks:

» To ensure that traffic from sources outside the PIM-SM domain reachegarednside
the domain.

+ To ensure that traffic from sources inside the PIM-SM domain reachesamsceutside
the domain.

We rote that multiple PIM-SM domains are sometimes connected together using protocols
such as Multicast Source Dis@py Protocol (MSDP), which provides information about
active exernal sources, but does not fel&RFC 2715. In such cases, the domains are not
connected via PMBRs because Join(S,G) messagessigahe border between domains. A
PMBR is required when no PIM messages caretsa the border.

10.1. Sources External to the PIM-SM Domain

A PMBR needs to ensure that traffic from multicast sources external to the PIM-SM domain

reaches recegrs inside the domain. The PMBR will follothe rules in RFC 2715, such
that traffic from external sources reaches the PMBR itself.

According to RFC 2715, the PIM-SM component of the PMBR will kecai (S,G)

Creation gent when data from an (S,G) data packet from an external source first reaches the

PMBR. If RPF_interface(S) is an interface in the PIM-SM domain, the packet cannot be
originated into the PIM domain at this roytand the PIM-SM component of the PMBR

will not process the paek Otherwisethe PMBR will then act exactly as if it were the DR
for this source (see Section 4.4.1), with the following modifications:

» The Border-bit is set in all PIM Register messages sent for these sources.
» DirectlyConnected(S) is treated as being TRUE for these sources.

* The PIM-SM forwarding rule "iif == RPF_interface(S)" is relaxed to be TRUE if iif is
ary interface that is not part of the PIM-SM component of the PMBR (see Section 4.2).

10.2. Sources Internal to the PIM-SM Domain

A PMBR needs to ensure that traffic from sources inside the PIM-SM domain reaches
recevers outside the domain. Using terminology from RFC 2715, there arpassible
scenarios for this:

* Another component of the PMBR is a wildcard reeei In this case, the PIM-SM
component of the PMBR must ensure that traffic from all internal sources reaches the
PMBR until it is informed otherwise.

Note that certain profiles of PIM-SM (e.g., PIM-SSM, PIM-SM with Embedded RP)
cannot interoperate with a neighboring wildcard nemedomain.

» No other component of the PMBR is a wildcard rgeei In this case the PMBR will
receve exlicit information as to which groups or (source,group) pairs the external
domains wish to recee.
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In the former case, the PMBR will need to send a Join(*,*,RP) to all the&&s in the
PIM-SM domain. It may also send a Join(*,*,RP) to all the candidate RPs in the PIM-SM
domain. Thiswill cause all traffic in the domain to reach the PMBR. The PMBR may then
act as if it were a DR with directly connected reees and trigger the transition to a

shortest path tree (see Section 4.2.1).

In the latter case, the PMBR will not need to send Join(*,*,RP) messagesvdiaive
PMBR will still need to act as a DR with directly connected rexgion behalf of the
external receiers in terms of being able to switch to the shortest-path tree for internally-
reached sources.

According to RFC 2715, the PIM-SM component of the PMBR mayveeeiumber of
alerts generated byents in the external routing componeni® implement the ab@
behavior one reasonable way to map these alerts into PIM-SM state is as follows:

* When a PIM-SM component rege$ an §,G) Prune alert, it sets
local_recerer_include(S,G,l) to FALSE for the discard interface.

* When a PIM-SM component reees a ¢,G) Prune alert, it sets
local_recever_include(*,G,1) to FALSE for the discard interface.

* When a PIM-SM component reges an §,G) Join alert, it sets
local_recerer_include(S,G,I) to TRUE for the discard interface.

* When a PIM-SM component reges a ¢,G) Join alert, it sets
local_recevrer_include(*,G,l) to TRUE for the discard interface.

* When a PIM-SM component reges a ¢,*) Join alert, it sets
DownstreamJPState(*,*,RP,I) to Join state on the discard interface for all RPs in the PIM-
SM domain.

* When a PIM-SM component reees a ¢,*) Prune alert, it sets
DownstreamJPState(*,*,RP,I) to Nolnfo state on the discard interface for all RPs in the
PIM-SM domain.

We refer abee 1o the discard interface because the macros and state machines are interface
specific, but we need to V@AM state that is not associated withyagctual PIM-SM
interface. Implementerare free to implement this in neasonable manner.

Note that these state changes will then cause additional PIM-SM state machine transitions
in the normal way.

These rules are, hower, not sufficient to alla pruning of the (*,*,RP) tree. Some
additional rules provide guidance as to one way this may be done:

 Ifthe PMBR has joined on the (*,*,RP) tree, then it should set DownstreamJPState(*,G,)
to JOIN on the discard interface for all &etigoups.

* Ifthe router recees a S,G) prune alert, it will need to set DownstreamJPState(S,G,rpt,l)
to PRUNE on the discard interface.

« If the router receks a ¢,G) prune alert, it will need to set DownstreamJPState(S,G,rpt,l)
to PRUNE on the discard interface for all eetfources sending to G.

The rationale for this is that there is no way in PIM-SM to prune traffitef(*,*,RP) tree,
except by Joining the (*,G) tree and then pruning each source individually.
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